
Salable Computing: Pratie and ExperieneVolume 7, Number 1, pp. 77�93. http://www.spe.org ISSN 1895-1767© 2006 SWPSA HISTORICAL ANALYSIS OF FIBER BASED OPTICAL BUS PARALLEL COMPUTINGMODELSBRIAN J. D'AURIOL∗ AND MARIA BELTRAN†Abstrat. A omprehensive overview and survey of the developments in optial bus parallel omputing models is presentedin this paper. The �rst model proposed was the APPB in 1990. Sine then, in the order of their appearane, the remaining ninemodels surveyed are: APPBS, ASOS, LPB, RASOB, AROB, LARPBS, PB, LAPOB and PR-MESH. Researh trends observedfrom this analysis indiate periods of model development leading to more and more sophistiation and omplexity in the model,followed by periods of model simpli�ations. These periods appears to our in yles. We note the widespread and global researhinterest in these models. The three most popular models appear to be RASOB, AROB and LARPBS. We also have analyzed aruial aspet of these models, the bus yle time de�nitions, and have determined inauraies in most of the de�nitions appearingin the literature. We also provide re�nement to the de�nitions to orret suh inauraies.Key words. Optial Bus, Parallel Computing1. Introdution. Optial �ber bus interonnetion parallel omputing models were initially proposed overa deade ago. Sine then, at least ten distint models have been developed with many orresponding publiations.In addition, related work on implementation as well as routing and addressing have been noted. A prinipalreason for the suess of this researh area stems from the advantages of optial ommuniations together withbus-based systems. Some of the advantages inlude inherent pipelining of messages due to the unidiretionalpropagation nature of optial signals as well as power speed and rosstalk advantages over eletroni buses [1℄.A omprehensive overview and survey of the developments in optial bus parallel omputing models ispresented in this paper. This survey inludes ten optial bus models that were proposed between the periodof 1990 to 2000. Many publiations have appeared and publiations ontinue to be submitted based on thesemodels. First, a desription of the salient parts of optial buses is given. Next, the ten surveyed models aredesribed. Observations regarding similarities and di�erenes inherent in the models are noted. Lastly, someanalytial omments are presented.Several papers provide survey-type information. These survey papers [2, 1℄ are not reported in the modelsummary setions. This paper atually extends the work of the above survey papers.The purposes of this paper are three-fold. First, to provide to the omputer professionals who do not havedetailed knowledge of optial bus parallel models an introdution and overview of the major points of thesemodels as well as providing information about the various proposed models. Seond, to provide to the researhommunity a handy-referene of �rst itations, ategorizations of existing publiations and a soure of additionalmaterial to onsider. Third, to provide to the researh ommunity an extensive literature bibliography.The paper is organized as follows. A review of basi onepts in optial bus parallel models is given inSetion 2. In Setion 3, a brief overview of ten optial bus models with an emphasis on bus yle is given.Historial omments are made in Setion 4. An analysis of bus yles de�nitions in these models is given inSetion 5. Conlusions are given in Setion 62. Optial Bus Model. In general, an optial bus model uses one or more optial waveguides to onneta linear array of N proessors labeled 0 through N − 1. This arhiteture an be extended to more than onedimension where, for example, proessors are arranged in a matrix. Proessors are onneted to the waveguidesby injetors, whih injet light pulses onto the waveguide(s), and detetors, whih detet light pulses on thewaveguide(s). The time it takes a pulse to traverse the distane between any two adjaent injetion points (ortwo detetion points) is a onstant ommonly referred to as τ , while the duration of the pulse is usually referredto as ω. In the literature, one simple ase of ollision is addressed by de�ning b as the maximum size of amessage suh that bω < τ .There are four aspets of optial bus models that may be used as riteria for lassi�ation: (1) the numberof buses to whih proessors are onneted, (2) the type of bus that is used (folded or non-folded), (3) thedimension of the model, and (4) the type of addressing used. These aspets are detailed below.In order to enable all proessors arranged in a linear array to ommuniate with eah other, the interon-netion network must allow tra� to travel in two diretions. Due to the unidiretional propagation property
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Fig. 2.1. Non-folded (Two) Bus Con�gurationof light, however, a single optial bus running along the length of the array will only allow ommuniation inone diretion. The diretional requirement is ful�lled by using two buses. Figure 2.1 illustrates this. Note thatproessors are onneted to both buses by both injetors and detetors. The two buses in this on�gurationare referred to as non-folded buses. The folded bus, on the other hand, ombines both diretional requirementsinto a single bus. It is a single bus that parallels the array of proessors, and is folded around one of theends of the array. This enables light to travel in both diretions with respet to the proessors. Typially, thelinear segment before the fold is alled the transmitting segment while that after the fold is alled the reeivingsegment. On the transmitting segment, proessors are onneted by injetors and on the reeiving segment, bydetetors. The time it takes a pulse to traverse the fold of the bus is a onstant that is denoted as γ, and is notneessarily a multiple of either τ or ω. Figure 2.2 shows the folded bus arhiteture.
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Fig. 2.2. Folded (Single) Bus Con�gurationThis desription of the optial bus arhiteture applies to one-dimensional (or 1-D) models. This arhitetureis used as a building blok for models onsisting of more than one dimension. The most ommon multi-dimensional model found in the literature is the two-dimensional (or 2-D) model. In suh a model, proessorsare arranged in a matrix format and the optial buses belong to one of two groups, rows or olumns. Theorientation of the row buses is perpendiular to that of the olumn buses. The two-dimensional model has beenfound to be helpful in reduing time delays in message delivery. Depending on the model, there are variousways that row and olumn buses an be onneted to eah other and to the proessors. Reon�gurable swithes



Historial Analysis of Optial Bus Models 79are ommonly used to make onnetions at intersetion points. Examples of the use of reon�gurable swithesan be found in [3, 4, 5, 6, 7℄.The literature searh indiates that, in models that use more than one waveguide, models with threewaveguides are the most ommonly used on�guration. Coinident pulse addressing, disussed subsequently, isthe primary reason why three waveguides are used. Most of the models that employ more than one waveguideprovide one for the message and the remaining two for addressing purposes. The two addressing waveguides ituses are referred to as the selet and referene waveguides.Coinident pulse (CP) is the most ommon form of addressing. Delays of duration ω are plaed betweenevery pair of detetors on the referene and message waveguides to implement CP. Addressing works as follows:�rst, the soure proessor sends a pulse on the referene waveguide at the same time it starts to send the messageon the message waveguide. Then the proessor waits a fator of ω, depending on the destination proessor itwishes to ommuniate with, to send a pulse on the selet waveguide. The pulse on the referene waveguideis delayed by the delays on the reeiving segment suh that it will be deteted by the intended destinationproessor at the same time as the selet pulse. At that point the message, whih also arrives at the intendedproessor at the same time as the selet and referene pulses, is read in from the message waveguide. Figure 2.3shows a folded bus with the oinident pulse addressing omponents.
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LegendFig. 2.3. Folded Bus with Coinident PulseThe other ommonly used addressing method is time-division multiplexing (TDM). This method involvesassigning a partiular time slot for a partiular proessor. This time slot an either be used to send (time-divisionsoure multiplexing, or TDSM) or reeive (time-division destination multiplexing, or TDDM) optial signals.More detail regarding these bus aspets an be found in [2, 1, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17℄.The next setion brie�y desribes the various bus models found in the literature. A point of interest in eahsetion is the information regarding the use of the term `bus yle'. A subsequent setion ritiques the overalluse of this term.3. Optial Buses in the Literature. This setion surveys ten optial bus models found in the literature.The �rst one was proposed in 1990 while the last in 1998. Figure 3.1 depits the optial bus model developmentin a timeline.
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80 Brian J. d'Auriol and Maria Beltran3.1. APPB (1990). The �rst proposed optial bus model is the Array of Proessors with Pipelined Buses(APPB) [3℄, whih an be one or two dimensions. In one dimension, there are two optial buses that are plaedparallel to and on either side of a linear array of N proessors. Eah proessor is onneted to eah bus via oneinjetor and one detetor. This allows a proessor to ommuniate with any other proessor. The bus yletime is Nτ time units. In two dimensions, eah proessor is onneted to four buses by a swith, two row busesand two olumn buses. For this on�guration, a bus yle is de�ned as N1τ for a row bus and N2τ for a olumnbus. In addition, the authors de�ne a petit bus yle as τ . APPB uses either TDM or CP for addressing androuting. For the TDM method in the one dimensional on�guration, a set of two ontrol funtions, send andwait, are used to ontrol aess to the optial bus. The two dimensional APPB adapts the send and wait andintrodues the relay funtion to provide ontrol of messages between di�erent rows (messages travel row-wise�rst). Figure 3.2 illustrates the one dimension arhiteture, while Figure 3.3 illustrates the two-dimensionalarhiteture. Individual waveguides are not shown. Rather, the optial bus is represented by a single line.Variations of APPB that inorporate folded bus and onditional delay swithes are disussed in [18℄. Papersreporting work on APPB are [3, 19, 20, 21, 22, 23, 24, 25, 26, 27℄.
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Fig. 3.2. APPB 1-D Arhiteture3.2. APPBS (1990). The Array of Proessors with Pipelined Buses Using Swithes (APPBS) [3℄ is thesame as the 2-D APPB; with one important di�erene. In this model, swithes are used at every intersetionof row and olumn buses, thus, eliminating the need for proessors to at as relays between the buses. Aswith the APPB, APPBS an use TDM or CP addressing methods and the bus yle is (N1 + N2)τ . Swithon�gurations impat the ommuniation. Eah of the swithes an be on�gured as straight or rossed and anbe dynamially reon�gured relative to the start of the bus yle (by using petit yles). This �exibility requiresadditional onditions to ensure ollision-free ommuniation, espeially when messages need to be swithed atthe same plae and time. Algorithms suh as matrix transpose, binary tree routing, and perfet shu�e areimplemented in a one step operation. This one step not only inludes bus yle time but also the time toproess some messages and the swith setup time. Figure 3.4 illustrates this model. Individual waveguides arenot shown. Papers reporting on APPBS are [3, 20, 23, 24, 28, 29℄.3.3. ASOS (1993). The Array Struture with Synhronous Optial Swithes (ASOS) [4℄ is a two-dimen-sional model that uses multiple folded buses. This type of arhiteture onsists of a single waveguide foldedaround a linear array of N proessors. A 2 × 2 swith is plaed at the intersetions of reeiving segments ofrow buses and transmitting segments of olumn buses. Eah proessor is onneted to the transmitting andreeiving segments of the row bus, but only onneted to the reeiving segment of the olumn bus. ASOS usesa ombination of TDSM and TDDM to route messages between rows and olumns; and the CP method fordestination addressing. The term bus yle is not expliitly mentioned, however, the end-to-end propagationdelay of a row bus is mentioned and is de�ned as (2N−1)D (where D roughly orresponds with the τ elsewhere).This equation inludes the delay for the fold, whih is set to D. One additional arhitetural feature is due
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Fig. 3.3. APPB 2-D Arhiteture

Legend

SwitchFig. 3.4. APPBS Arhitetureto the bus ontention that ours if more than one proessor sends a message to the same olumn bus. Toalleviate this, a reservation waveguide is inluded in eah row bus. Proessors needing to send messages use thiswaveguide to determine if there already is a message that would ontend with theirs. Priority shemes are usedto establish on�it resolution. Figure 3.5 illustrates this arhiteture. Individual waveguides are not shown. Amodi�ed arhiteture alled the Symmetri ASOS (SASOS) is presented in [30℄. We point out that the authorsin [6℄ refer to this model as ASOB; more likely, the authors appear to refer to the RASOB model (see below).
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Legend

SwitchFig. 3.5. ASOS Arhiteture3.4. LPB (1994). The Linear Pipelined Bus (LPB) model appears in 1994 in [8℄. There is some ontra-diting evidene in the literature pertaining to the de�nition and origin of the LPB model. The authors of [28℄ite [31℄, whih has similar title, as a soure for this optial bus model. However, upon a review of that paper, itis onluded that the ontent does not inlude optial buses. It is possible that the authors inadvertently itedthe 1995 paper instead of the 1994 paper. The author of [32℄ ites referene #59, a submitted paper as thesoure for LPB, yet that paper was not published as ited. It is possible that, in reality, that submitted paperis [33℄ (whih has a di�erent title but the same authors, albeit, in a di�erent order). Personal ommuniationwith the author of [32℄ on�rms that the submitted paper was indeed published but under a di�erent title anddi�erent author order. In [33℄, the authors ite the 1994 paper as the soure of LPB. Hene, it is onludedthat the 1994 publiation [8℄ is the original soure of LPB.LPB is a one-dimensional model that uses the folded bus. It not only has the �xed delays on the reeivingsegments of the referene and message waveguides, but also has onditional delays between every pair of injetionpoints on the selet waveguide. A bus yle is de�ned as the end-to-end propagation delay on the bus andis presented prior to inluding the use of onditional delays (whih make the end-to-end propagation delay avariable). The bus yle formula is de�ned as 2Nτ +(N−1)ω. Figure 3.6 illustrates this arhiteture. Individualwaveguides are shown, inluding the plaement of delays. S1, . . . , SN−1 denote the onditional delays, eahontrolled by proessors P1, . . . , PN−1, respetively. We note the similarity with the LARPBS model desribedlater; in omparison, this model is not reon�gurable and uses a slightly di�erent addressing tehnique. Papersreporting on LPB are [8, 34, 33, 31℄.3.5. RASOB (1995). The Reon�gurable Array with Spanning (or Slotted) Optial Buses (RASOB) [5℄is similar to ASOS. The arhiteture was initially designed to support SIMD proessing and to ontain lessomplexities than ASOS. It uses the folded bus, and an be one or two dimensional. In the former, eahproessor is onneted to the bus on the transmitting and reeiving sides. In the latter, there is an N × Nmatrix of folded buses. As in ASOS, one 2 × 2 swith is plaed at eah intersetion of row and olumn buses.Eah proessor is onneted to the buses: two onnetions for reeiving (one for row, one for olumn) and onefor transmitting. A onstraint that no more than one proessor per row an send a message to proessors in thesame olumn exists in a ommuniation yle. Either a TDDM or TDSM method is used for addressing. Theauthors state that support for MIMD proessing ould be aomplished by using oinident pulses, however,doing so would make the arhiteture more omplex. The bus yle for RASOB is de�ned as 4Nτ where a row
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Fig. 3.6. LPB Arhiteturebus has 2Nτ yle time. Figure 3.7 illustrates this arhiteture. The �gure shows a 3 × 3 RASOB. Individualwaveguides are not shown. Papers that report on RASOB are [5, 35, 36, 37, 38, 39, 40, 41, 42, 43℄.

Legend

SwitchFig. 3.7. RASOB Arhiteture3.6. AROB (1995). The Array with Reon�gurable Optial Buses (AROB) [6℄ also uses the folded bus.The AROB is an N1 × N2 reon�gurable mesh where eah proessor ontains registers for the temporarystorage of messages being routed. Proessors use an internal swithing system to reon�gure the network byonneting or disonneting four I/O ports to eah other. Two of the ports are onneted to either segmentof the row bus while the other two ports are onneted to the olumn bus. Both TDM and CP an be usedfor addressing. Notable is that ommuniation involves ounting by proessors. Thus, the ommuniation timemust also inorporate some proessing time overhead. Sine the proessing time an be orders of magnitude



84 Brian J. d'Auriol and Maria Beltrangreater than the end-to-end propagation time, the proessing time order must be of the same magnitude asthat of the end-to-end propagation time: this is ahieved by the ondition that the number of proessors mustbe greater than the ratio of the proessing time to ommuniation time (subjet to an appropriate bus length).Two other features of the AROB are its bit polling apability and its apability to introdue/adjust signals bymultiple unit delays per proessor [28, 33℄. Bit polling is the ability to selet the kth bit of a group of messagesand determine the number of one bits. Figure 3.8 illustrates this arhiteture. The �gure shows a 3× 3 AROB.Individual waveguides are not shown. Papers that report work on AROB are [6, 25, 44, 45, 46, 47, 48, 49, 50,51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 29, 28, 61, 62℄.A 1 × N (one-dimensional) AROB is ommonly referred to as a Linear AROB or LAROB. The bus yletime for LAROB is de�ned slightly di�erently in di�erent papers. In [6℄ it is de�ned to be the end-to-endpropagation delay: 2Nτ plus some proessing time. In [57℄, it is de�ned slightly di�erently, to be only theend-to-end propagation delay: 2Nτ . Eah proessor ontrols its pair of bus onnetion swithes. When theseswithes are set rossed at a proessor, the bus is split into two at that point. In [60℄, AROB is extended tomulti-dimensions.

Fig. 3.8. AROB Arhiteture3.7. LARPBS (1996). The Linear Array with a Reon�gurable Pipelined Bus System (LARPBS) [63℄ isa one dimensional reon�gurable folded bus model. It ontains N − 1 �xed delays on the reeiving side of thereferene and message waveguides and N −1 onditional delays on the transmitting side of the selet waveguide.Swithes allow partitioning of the bus. Addressing an be done by either TDM or CP. The bus yle is theend-to-end propagation delay on the bus: 2Nτ + (N − 1)ω. Unlike AROB, LARPBS does not allow ountingby proessors. However, at the beginning of a bus yle, eah proessor must set the onditional swithes. Dueto this (and other fators), the authors laim that LARPBS, unlike theoretial models suh as PRAM, an bepratially implemented by urrent (as of 1996) optial tehnology. Refer to [64℄ for a urrent disussion onimplementation tehnology. Figure 3.9 illustrates this arhiteture. Individual waveguides are shown, inludingthe plaement of delays. S1. . .SN−1 denote the onditional delays, eah ontrolled by proessors P1, . . . , PN−1,respetively. Bt

i
and Br

i
, 0 ≤ i ≤ N − 2, denote the pair of swithes ontrolled by Pi whih partition the bus.Papers reporting on LARPBS are [63, 65, 9, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 32, 78, 79, 80, 81, 82,34, 83, 33, 84, 85, 86, 87, 88, 89, 90, 91, 92, 93, 94, 95, 96, 97, 64, 98, 99, 100, 101, 102, 103, 104℄.3.8. POB (1997). The Pipelined Optial Bus (POB) [10℄ model is a one-dimensional folded bus model. Itontains N onditional delays on the reeiving side of the referene waveguide that are ontrolled by proessors
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Fig. 3.9. LARPBS Arhiteture
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ωFig. 3.10. POB Arhitetureas needed. Addressing is done with either TDSM or CP. There is a possible problem that may our whena message and a oinident pulse arrive at a destination proessor at the same time: during the detetiontime interval for a oinidene pulse, part of the message ould have already passed by. The o�set messagetransmission sheme (OMTS) addresses this problem by sending the message a little after the selet pulse (theend of the previous message stream is allowed to overlap with the next set of addressing pulses). The bus yletime is the time that it would take N onseutive paket slots to propagate along the bus. The length of a paketslot is measured in time units, i. e., the larger of the length of the message or the total length of its assoiatedsequene of selet pulses: at most D = τ units. The model is desribed by the authors as �more powerful" thanAPPB and �more ost-e�etive" than LARPBS. Figure 3.10 illustrates this arhiteture. Individual waveguidesare shown, inluding the plaement of delays. Papers that report on POB are [10, 105, 15, 34, 33℄3.9. LAPOB (1998). The Linear Array of Pipelined Optial Buses (LAPOB) [11℄ is a one-dimensionalfolded bus model. It uses the CP addressing tehnique. Besides the �xed delays on the reeiving segment, thereare no other delays or swithes on the bus. Eah proessor an only send one message in a single bus yle.However, eah proessor ontains speial eletroni hardware that allows it to address multiple proessors if the
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LegendFig. 3.11. LAPOB Arhiteturepositions of the destination proessors form one of two patterns: ontiguous interval (a sequene of adjaentproessors) or regularly spaed. The formula for a bus yle is not given in the paper. One advantage is thatreon�guration hardware is unneeded and, beause of this, the model is less omplex. Figure 3.11 illustratesthis arhiteture. Individual waveguides are shown, inluding the plaement of delays.3.10. PR-MESH (1998). The Pipelined Reon�gurable Mesh (PR-Mesh) [7℄ uses the LARPBS as abuilding blok to make up a k-dimensional mesh. The one dimensional PR-MESH is idential to LARPBS.For the k dimension, eah proessor has 2k ports onneted to buses. It uses the CP addressing tehnique.The bus yle is desribed as the end-to-end propagation delay as presented in APPB and LARPBS. In thetwo dimensional mesh, eah proessor ontrols four sets of swithes, one set for eah intersetion of the buses.These swithes an be on�gured in one of ten di�erent ways. This allows tra� to �ow di�erently betweena total of four di�erent transmitting segments and four di�erent reeiving segments. Figure 3.12 illustratesthis arhiteture. Individual waveguides are shown, inluding the plaement of delays. Papers that report onPR-MESH are [7, 106, 28, 29℄.4. Historial Analysis. Some analysis was onduted on the models found in the literature. It inludesobservations about omparisons between the models, the types of algorithms proposed, the popularity of themodels, trends in arhiteture omplexity of the models and some misellaneous observations of interest.Theoretial omparisons between several of the optial bus models as well as with respet to PRAM havebeen published. These omparisons seek to establish both the funtional equivalene and the relative strengthsof models. Several omparisons are reported in [6℄: AROB is ompared with reon�gurable networks; and,APPB is ompared with PRAM. LARPBS is ompared with PRAM in [83℄. The authors in [7℄ ompare thePR-MESH model with other reon�gurable models on the basis of omplexity lasses. One interesting result is�. . . the ontribution of pipelining to the [PR-MESH℄ model is limited to no more than dupliating buses in the[Linear Reon�gurable Network℄. . . � The equivalene of LPB, POB, and LARPBS is reported in [33℄. And, thealgorithm omplexities of the PR-Mesh, APPBS, and AROB are determined to be same as for the LR-Meshand CF-LR-Mesh [29℄. Additional omparison of the PR-MESH with the linear reon�gurable mesh appearsin [107℄. Some limited arhitetural omparisons are also made in [32℄.Many of the papers surveyed desribe algorithms for the respetive models. In several ases, see for ex-ample [6, 63, 32℄, ommuniation and omputation algorithms are developed as primitives to be used in moresophistiated algorithms. These inlude binary pre�x sums and ompation. In [71℄, some of these primitives forthe LARPBS model are formalized in a lemma. In general, algorithms that have been developed inlude sortingand seletion, matrix alulations (inluding the Four Russians' algorithm for boolean matrix multipliation),neural networks, and image proessing (inluding vetor median �lter, Hough transform and the Eulidean Dis-
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Fig. 3.12. PR-MESH Arhiteture (1 Node)tane Transform). Many algorithms exhibit stati ommuniation deomposition, that is, the ommuniationpattern is statially determined during algorithm development. This is onsistent with both the alloation ofommuniation in terms of bus yles as well as algorithm development based on primitive operations.Trends were observed in the popularity of models aording to their level of omplexity. The analysisinluded ategorizing the number of publiations reported per model and per year. Refer to Table 4.1 for theomplete list of models and number of publiations. In judging the omplexity, or sophistiation, of a model,the following features are onsidered: multiple dimensionality, the use of a folded bus, the use of swithes, theuse of oinident pulse addressing, and bus partitioning. The greater number of these features that a modelontains, the more omplex and sophistiated it is onsidered. This informal riterion is used to guide the trendanalysis.From 1990 to 1993, an inrease in the sophistiation and omplexity of the early models is observed. Thiswas followed by a period of simpli�ation (1993-1995). A jump in the sophistiation is noted in 1995 with theAROB model. Again, a period of simpli�ation follows (1996-1998) with another jump noted for the PR-MESHmodel. It is noted that this analysis is onsistent with the intention of RASOB as stated in Setion 3.5, that is,RASOB was designed to have fewer omplexities than ASOS.The popularity of these models is observable from the number of publiations listed in Table 4.1 (somepubliations are ommon to two or more models). The three most popular are: RASOB, AROB and LARPBS.Combining these results, it is suggested that researhers are more strongly attrated to something betweenthe simple and the ompliated. It is also suggested that the apabilities inorporated into the models duringthe middle period, 1995-1996, are su�ient for supporting urrent researh interests. It is worthy to point outthat the reent PR-MESH model may indeed signify a future researh movement to onsider models of higherdegrees of sophistiation and omplexity. If so, then this may also indiate that urrent researh has exploredmany of the issues of the optial bus parallel model and is ready to onsider additional hallenges. However,these latter omments must be interpreted as highly speulative given the lak of data to support suh a trend.



88 Brian J. d'Auriol and Maria BeltranTable 4.1Model PubliationsModel Number of Year of FirstPubliations PubliationAPPB 10 1990APPBS 6 1990ASOS 1 1993LPB 4 1994RASOB 10 1995AROB 23 1995LARPBS 46 1996POB 5 1997LAPOB 1 1998PR-MESH 4 1998Perhaps in several years, additional publiation history ould support or refute suh speulation.During the ourse of this analysis, several other interesting observations were noted. One publiationreporting work on ASOS was loated, yet, it is ited in many publiations. Some papers laim that to providefor MIMD algorithms, additional omplexities would need to be inorporated. Other optial buses an befound in the literature, for example, free spae optial buses as well as NASA's ROBUS as part of the SPIDERarhiteture. These models do not appear to follow the arhitetural approah of the models surveyed in thispaper and therefore were not inluded into this paper.Some reent developments are: a) the restrited LARPBS (RLARPBS) model [99℄ proposed to more au-rately model time analysis of algorithms, b) the parameterized LARPBS (LARPBS(p)) model [103℄ proposedas a bridging model and ) a generi optial bus model [108℄ proposed to apture some of the ommon featuresof the models surveyed in this paper for MIMD ommuniation analysis.5. Bus Cyle Issues. In the ourse of the analysis, bus yles have been noted to play a ruial role inthe algorithmi evaluations on these models. In many ases, algorithm omplexity is desribed as order Omegaof bus yle, for example, onstant time bus yle omplexity for the binary pre�x sums algorithm on theLARPBS. Closer examination of bus yle de�nitions on many of the models reveal inonsistenies between thearhiteture and the de�nition, that is, the de�nition appears to represent a simpli�ed arhiteture. Investigat-ing this further, it is noted that nearly all of the algorithmi work referening bus yle is given in the ontextof asymptoti analysis expressions, wherein only the dominate term needs to be expressed. Although not in allases, it is noted that the de�nitions as given in the literature are onsistent with suh a use.A re�nement of the bus yle de�nitions for all the models is presented in this setion. A general expressiontemplate is formulated whih is then applied to eah arhiteture. In general, the folded bus yle equationis omposed of four parts. Part 1 of the equation orresponds to the length of the transmitting and reeivingportions of the folded bus. Part 2 orresponds to the urved portion of the bus, while Part 3 orresponds tothe delays on the bus. Part 4 orresponds to the portion of the bus that remains past the detetion point ofthe last proessor on the reeiving side of the bus. Reall from Setion 2 that bω < τ . To e�iently use thebus bandwidth, bω should be maximized. To model this requirement, the fator τ − ǫ is introdued, and maybe approximated as simply τ . Table 5.1 presents the re�ned bus yle de�nitions as ompared with those givenin the literature for eah of the models. In the Re�ned Bus Cyle olumn, `s', `r' and `m' refer to the selet,referene and message waveguides, respetively.Note that, in ases where the model is only 2-D, one of the 1-D `piees' is used to ompute the bus yle;in ases where the model is 1-D or multidimensional, the 1-D variety is used. On the PR-MESH, this is for
k = 1 (the 1-D ase). Si denotes eah of the onditional delays, where Si = 0 means the delay ontrolled by
Pi is turned o� and Si = 1 means the delay is turned on. The proessor time omponent is denoted by φ. ForASOS, we interpret the D parameter in terms of the orresponding time parameter τ .



Historial Analysis of Optial Bus Models 89Table 5.1Bus Cyle EquationsModel Literature Re�ned Bus CyleBus CyleAPPB Nτ (N + 1)τAPPBS Nτ (N + 1)τASOS 2(N − 1)τ 2(N − 1)τ + γ + τ + φRASOB 2Nτ 2(N − 1)τ + γ + τLPB 2Nτ + (N − 1)ω s: 2(N − 1)τ + γ + ω
∑

Si + τr,m: 2(N − 1)τ + γ + (N − 1)ω + τAROB 2Nτ + φ s: 2(N − 1)τ + γ + τr,m: 2(N − 1)τ + γ + (N − 1)ω + τ + φLARPBS 2Nτ + (N − 1)ω s: 2(N − 1)τ + γ + ω
∑

Si + τr,m: 2(N − 1)τ + γ + (N − 1)ω + τPOB N/A s,m: 2(N − 1)τ + γ + τr: 2(N − 1)τ + γ + ω
∑

Si + τLAPOB N/A s: 2(N − 1)τ + γ + τr,m: 2(N − 1)τ + γ + (N − 1)ω + τPR-MESH see APPB & s: 2(N − 1)τ + γ + ω
∑
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