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INTRODUCTION TO THE SPECIAL ISSUE ON RECENT TOPICS IN HPC AND CLOUDS

Dear SCPE readers,

It is a pleasure to present a new special issue covering subjects in High Performance Computing and Cloud Computing. Three papers were selected for our current special issue, dealing with various aspects, including strategies for an automated negotiation environment, a methodology for migration and cloudification of legacy software, and a lightweight checkpointing strategy which is adequate to the cloud computing and the workflows characteristics.

Negotiation is an important challenge for different environments, including e-business, grid or cloud environments. Even if different requirements exist for the implementation of the negotiation process in these environments, usually agents-based systems are considered for the implementation of an automated negotiation solution. Even if the results offered by Radu and Florea in [1] are set in relation with an e-business environment, and applied for a couple of usage scenarios, they could be easily expanded for the requirements of clouds.

An interesting intra-server checkpointing strategy is considered by Meroufel and Belalem in [3]. Checkpointing is one of the fault tolerance strategies which can be also used to ensure other services, too. Important issues could be identified in relation with checkpointing and the authors targeting two of them, which are highly relevant in a cloud environment: SLA violations and the increase of system overhead. The proposed Adaptive Time based Coordinated Checkpointing (ATCCp) checkpointing mechanism offers a strong consistency together with the minimum control messages and without communication blocking issues between virtual machines.

A model-driven approach for the modernization and adaptation of legacy applications to cloud environments is considered in the last contribution from this special issue, by Menychtas et al. [2]. Developed in the context of the ARTIST FP7 project, the migration methodology identify three major phases, and offer an important set of added value characteristics, including the feasibility analysis in the pre-migration phase, the cloud-compliant aspects, both at SaaS and IaaS level, or the enablement of re-usability and automation.
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BARGAIN STRATEGIES FOR AGENT AUTOMATED NEGOTIATION IN AN E-BUSINESS ENVIRONMENT

SERBAN RADU AND ADINA MAGDA FLOREA* 

Abstract. An automated negotiation environment, in which agents employ different bargaining strategies is described. During negotiation, as more information is exchanged in the negotiation rounds, the agents can change the preferences for certain attributes of the negotiation object. The multi-agent system is developed for a real estate agency business model and several use cases scenarios, using intelligent software agents, are implemented.
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1. Introduction. Negotiation is an important issue in business environments. Automated negotiation is a process, in which software agents communicate between them, in order to reach a mutually acceptable agreement [1]. An intelligent agent should be able to negotiate with other agents, which have different negotiation behaviors [2]. Best outcome may be obtained if the agent is able to adjust its strategy, predict or guess the strategy of the other agent [3], or choose an adequate strategy, according to the negotiating partner. Different approaches have been proposed, including machine learning approaches, which can be used to change the agent strategy during negotiation, in order to obtain better results and increased payoffs [4].

In our previous works regarding the automated negotiation process, we have proposed bargaining strategies that are based on agent profiles, which can describe statically or can develop dynamically the agent preferences for certain attributes of the negotiation object [5, 6]. Using these profiles, agents obtain better results than in the case when fixed negotiation strategies are employed.

This paper extends our previous work and proposes an agent model, in which the agents apply the negotiation strategy best suited to them, according to the negotiation situation. A multi-agent environment for automated negotiation is designed, offering services for a real estate business model. In the multi-agent system, there are buyer and seller agents and also a facilitator, which is used when a new agent enters into the system, for registering its services. The agents are designed according to the BDI (Belief-Desire-Intention) model [7]. Each agent has a set of goals, selected from the set of desires.

Several use cases scenarios evaluate the negotiation performances. The bargaining takes place in several rounds, before an agreement or a rejection is concluded. In each negotiation round, based on the values and preferences specified by the buyer for the multiple attributes of the negotiation object, the seller agent makes the best possible offer. The agents use linear and non-linear negotiation strategies, which help them in time to increase the gain.

The paper is organized as follows: Section 2 presents the negotiation environment, that is our proposed framework for the negotiation system in an open environment. The agent behavior and how each agent acts during the negotiation process is described in Section 3. In Section 4 is applied the developed negotiation environment for the business model of a real estate agency. The related work is presented in Section 5, while Section 6 discusses conclusions and future work.

2. The Negotiation Environment. The negotiation system consists of cognitive agents, which use a set of negotiation primitives, implemented in the Iterated Contract Net protocol, cf. Fig. 2.1 [8].

The environment is open and the agents are able to enter and leave the environment at any time. The multi-agent system models a heuristic negotiation, in which the agent computes the gain, with respect to its private value for the negotiation object. The agent uses a set of rules to choose the negotiation strategy and to follow that strategy. Also, there is a deadline for the number of negotiation rounds. In a buying negotiation, an agent will look for a lower value than its private value, while in a selling negotiation, its main goal is to obtain more than the item’s private value.
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The agent behavior is mainly motivated by the gain, but also, depending on a specific context, by the desire to achieve cooperation with other agents. For example, as a general rule, the agent will not accept a price lower than its private value. However, when the agent wants to cooperate, it can accept a lower price. The agent behavior is set up by the negotiation strategy.

The negotiation environment has the following three features [9]:

a) When acquiring multiple goods, a buyer agent only knows the private value available for the set of items, that is the highest price the agent can pay for all the goods, rather than the private value of each separate item;

b) Agents can decommit from tentative agreements at the cost of paying a penalty. Decommitment allows agents to profitably accommodate new negotiations. If these negotiations make some existing contracts less profitable or infeasible for an agent, that agent can decommit from those contracts;

c) Negotiation agents are assumed to have incomplete information about other agents, for example, a buyer agent knows the distribution of the private value of a seller agent and the number of trading competitors. However, an agents negotiation status (the set of proposals it has received) and negotiation strategy are its private information. During negotiation, the agents can quit negotiation at any time, even without notifying their trading partners. When an agent wants to buy multiple goods or services, it concurrently negotiates with sellers to reach agreements for all the items.

In order to evaluate the performance of negotiation agents, a simulation environment consisting of agents negotiating in the business model of a real estate agency, are modeled and implemented in this approach.

In the experiments, agents are using different negotiation strategies, deadlines, and objects to buy or sell. A number of performance measures, such as utility, gain, number of successful negotiations, learning capabilities, are determined.

A negotiation object represents the range of features and issues over which agreements must be reached. In case of single-issue negotiation, the object of negotiation may be either a unique item, for example a good that the agent $A_1$ wants from $A_2$ or a service that agent $A_1$ offers to $A_2$. In case of multi-issue negotiation, the

![Fig. 2.1: FIPA-Contract Net protocol. [8]](image)
negotiation object is replaced by a negotiation package, composed of a set of negotiation objects.

Each agent has two prices, the minimum price and the maximum price, between which it accepts offers. The buyer computes its gain as the difference between the maximum price it is willing to pay and the price of the current offer. The seller computes its gain as the difference between the price of the current offer and the minimum price it is willing to accept.

An agent is focused on a set of useful strategies. These strategies can be predefined or, alternately, can be learned in time, such that to choose the best strategy for negotiating with a certain agent. There are a lot of factors which can influence the result of a negotiation strategy. These factors refer to the strategies of other agents, their constraints and preferences, and other characteristics of the negotiated issues. The strategies are rule-based and are reusable for different negotiation problems, with different agents.

Agents use linear and non-linear strategies, with the non-linear strategies divided in: conceder strategy, if the agent is willing to concede a lot in the first rounds of negotiation, and boulware strategy, if the agent is willing to concede considerably only when the time deadline is close [10].

A seller agent starts by making an offer that represents a high price, and over time, as it makes concessions, the price is decreased. The difference between the non-linear strategies lies in the way in which the price comes down. In the conceder strategy, the agent makes all its concessions early and then doesn’t concede much, as the negotiation evolves and the deadline approaches. In the boulware strategy, the agent doesn’t initially change the price so much at each time step. But, as the deadline for negotiation approaches, the size of its concessions increases by larger amounts. During the bargaining process, these negotiation strategies are used in our environment, both by buyers and sellers.

Different negotiation scenarios are tested, in an open and adaptive multi-agent system. The framework is implemented using Java, Jade, Jess, and XML. The system has the possibility to add or remove agents during run-time, showing that it is an open environment. Jade is used as an infrastructure for creating the multi-agent system and Jess is a mechanism for providing the inference engine for the agents that are negotiating. The Jess engine represents the agent inference engine, which stores the knowledge base of the business domain and also contains the negotiation strategies of the agent, the facts and the concepts of bargaining. Also, Jess rules describe the way in which the price is computed during negotiation, with respect to the negotiation strategy of the agent.

During negotiation, an agent wants to maximize its gain, by fulfilling its goals. Also, negotiation criteria refer to the cooperation profile the agent has developed to describe the interaction history with other agents in the system. The cooperation profile is considered as a part of the agent belief about other agents in the system.

3. Agent Behavior. The agents have different reasoning capabilities, used to conduct successful negotiation and to reach their goals. Each agent learns in time which strategy gives the maximum utility [11]. For doing this, each agent has an associated utility values matrix, which helps the agent to choose the strategy which maximizes its utility.

Any agent from the system uses a set of behavior rules, which define how the agent fulfills the goals, and a set of strategy rules, which guides the negotiation process.

The negotiation strategy of an agent may show how much and how quickly the prices are decreased and if the price is lower than the private value of the agent. An agent can use a tradeoff in negotiation. In the case of cooperative agents, an agent can gain more once, and then can sell cheaper. This is a kind of global evaluation on previous deals.

The negotiation strategy is implemented in the form of rules, each agent keeping a history of its interactions. If in a given situation, several rules are eligible, then the negotiation strategy decides which rule, from the conflict set, to be applied. A possible approach to solve the conflicts is to assign priorities between rules. The solution is to apply the rule with the highest priority. The priority of the rules is dynamically modified, according to the negotiation situation.

The agents in the system use different strategies, for instance, at each negotiation step, the price is decreased by 1, or is decreased by 3. Another strategy rule tells what happens when the price increases with 10% above the private value, if the offer is instantly accepted or not.

In our research, the cooperation profile describes the preferences about the agents with which an agent wants to cooperate. This profile is implemented as a dynamic structure. For each agent with which a negotiation is
performed, the knowledge regarding the negotiation result is stored in the cooperation profile. This is updated during the negotiation process, at the end of each negotiation.

The classification of the partner agent represents the current agent belief about the cooperation potential of the partner. The partners are classified into six cooperation classes: highly cooperative, very cooperative, cooperative, slightly cooperative, non-cooperative, and unknown [5]. While more negotiations take place, the cooperation class associated to the partner agent can be changed. According to the negotiation history with a certain agent and depending on the cooperation class of the partner, the agent learns in time which negotiation strategy offers the maximum gain.

The characterization of the cooperation potential of a partner agent is done by classifying the partners into cooperation classes, which divides the cooperation ability of the partner into six classes. The classification is done using the C4.5 learning algorithm, in which a decision tree is a classifier for the cooperation degree, expressed as a recursive partition of the instance space. In the decision tree, the class is represented by the partner classification field. During the negotiation rounds, the C4.5 algorithm can classify the partner agent into another cooperation class, if the values of the attributes used in the algorithm are changed.

In the statistics file, associated to the multi-agent system, the following information is collected:

a) Negotiation Statistics - for each agent, the system collects the total gain, the number of negotiations, and the total number of negotiation rounds;

b) Cooperation Statistics - for each agent and partner cooperation class, the system collects the number of negotiation rounds, the number of negotiations, the total gain, and the list of agents included in that cooperation class;

c) Supply-Demand Statistics - supply is computed as the sum of quantities of all seller products and demand is computed as the sum of quantities of all buyer products. Their ratio is computed by dividing the demand to the supply.

In the implemented system, developed in this research, there is a base agent class, extended by buyer and seller agents, which contains common functions used by all agents. The main features of this class are described in the following steps:

1. Read the negotiation object;
2. Check if the current agent has objects with the desired attributes;
3. If there are no objects in the stock then REJECT-PROPOSAL;
4. Check the message type;
5. If message=CALL-FOR-PROPOSAL (only sellers receive CFP) then get all objects of that type;
5.1. If there are less objects than required then REJECT-PROPOSAL;
5.2. If there are offers then send them;
6. If message=INFORM (only buyers receive INFORM) then
6.1. If multiple offers are received then find which one is the best;
else check if the attributes’ values match the request;
7. If message=PROPOSE then process offer;
8. If message=AGREE then
8.1. Add information to statistics file and compute gain;
8.2. Remove object from stock;
8.3. Collect statistics when negotiation ends;
9. If message=REJECT-PROPOSAL then end negotiation with reject.

Each buyer agent does the following steps:
1. Every 5 seconds the buyer agent sends to all sellers REQUESTS for the objects of interest;
2. Get the agents which sell what the agent needs to buy.

Each seller agent performs the following steps, when processing an ACCEPT offer:
1. Remove the object from the stock;
2. If agreement on price is set then sends ACCEPT message to the buyer agent;
3. Add the negotiation results to statistics and compute the gain;
4. Remove the current bid from the list of open bids;
5. Reject the offers of other agents interested in this object;
Table 4.1
The Buyer Agents Requirements and the Seller Offer in the Three-to-One Automated Negotiation Scenario, with Two House Types.

<table>
<thead>
<tr>
<th>Agent</th>
<th>House Type</th>
<th>Quantity</th>
<th>Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>B₁, B₂, B₃</td>
<td>2 Rooms</td>
<td>5</td>
<td>40000-60000</td>
</tr>
<tr>
<td>B₁, B₂, B₃</td>
<td>3 Rooms</td>
<td>5</td>
<td>80000-100000</td>
</tr>
<tr>
<td>S₁</td>
<td>2 Rooms</td>
<td>20</td>
<td>45000-70000</td>
</tr>
<tr>
<td>S₁</td>
<td>3 Rooms</td>
<td>20</td>
<td>85000-110000</td>
</tr>
</tbody>
</table>

6. Add to statistics file the result of the failed negotiations.

4. Real Estate Agency Automated Negotiation Business Model. An automated negotiation environment between real estate agencies and real estate developers is realized. The houses to be sold have different attributes, expressed in the XML configuration file, associated to this business model. The negotiation is done based on price, but there are also other attributes in the configuration file, such as the number of rooms, rooms’ dimensions, quality of finishes, location of the house.

The negotiation process starts when the buyer agent wants to buy a house. A request for the house is sent to all sellers. These agents respond to the request with their configuration for the house. After receiving the initial offers, the buyer evaluates and compares different offers. When an offer is not satisfactory, the buyer agent makes a counterproposal to the corresponding seller agent. This has a set of strategies that configure its constraints. The particular strategy used in a certain moment of negotiation depends on the market dynamics and can be changed from the graphical interface associated with each agent. When the strategy is changed, the suitable Jess rules are applied by the agent.

The buyer agent from the real estate agency scenario has several criteria, represented by attributes, each having a certain priority for the user. These characteristics are encoded in the XML configuration file, associated to the business model. The content of the configuration file is read into the application using the SAX parser.

The rules, upon which the negotiation is performed, are defined in Jess. There are different rules defined for each type of the communication primitive. The higher priority is associated to the ACCEPT rules, the medium priority to the REJECT rules, and the lower priority to the PROPOSE rules.

The negotiation is ended when one of the agents sends an ACCEPT message, or when the time expires, and a REJECT message is concluded. There are different rules associated to each communication primitive of the agents, and also for each strategy of the agent.

Some examples of Jess rules, upon which the negotiation is performed in the real estate agency business model, are described in what follows:

a) The first ACCEPT rule says that an offer for a quantity q for a certain product, having the price between minPrice and maxPrice, from an unknown or non-cooperative partner, is accepted, if the price is less than q*(minPrice+maxPrice)/2;

b) When using the conceder strategy, the buyer increases its previous offer with 800, towards very cooperative or highly cooperative sellers, when the negotiation step is greater than 12;

c) When using the boulware strategy, the seller decreases its previous offer o by 2000, when the negotiation step is greater than 1 and the time elapsed in the negotiation is greater than 4.5 seconds, represented by the global variable boulwareTime2;

4.1. Three-to-One Automated Negotiation Scenario. The following scenario involves a real estate agency. There are three buyers, wanting to buy houses from the real estate agent, each buyer having a different negotiation strategy: B₁-linear, B₂-conceder, and B₃-boulware. The seller S₁ has a linear strategy. The requirements of the agents are represented in Table 4.1.

Figure 4.1 represents a screen capture of the Jade Sniffer Agent for this scenario, showing the messages exchange between agents.

The next diagrams (cf. Figs. 4.2 and 4.3) are obtained using the data collected in the statistics file, generated after the negotiation is performed between the agents in the platform. When all the buyers finish their purchases, the negotiation information is recorded in the statistics file.

The buyers gain, obtained after negotiation, is represented in Fig. 4.2.
With respect to the gain of the buyers obtained after negotiation, the higher gain is obtained for the buyer using the conceder strategy, the medium gain corresponds to the linear strategy and the smaller gain is for the boulware strategy.

4.2. Two-to-Three Automated Negotiation Scenario. The next scenario involves two buyers and three sellers, having the requirements displayed in Table 4.2. The buyers use a linear strategy, but the sellers are using different strategies: \( S_1 \) has a linear strategy, \( S_2 \) a conceder strategy, and \( S_3 \) a boulware strategy.

Figure 4.3 represents the sellers gain versus the negotiation rounds. Each seller uses a different strategy during negotiation.

Regarding the gain of the sellers obtained after negotiation, the higher gain is obtained for the seller using the boulware strategy, the medium gain corresponds to the linear strategy and the smaller gain is obtained for the conceder strategy.

5. Related Work. There are some different approaches in the automated negotiation domain. A negotiation system is presented in [12], which supports the design of different strategies for agent negotiation, and the evaluation of these strategies in a simulated environment. The designer of a strategy can select from a repository, a negotiation domain and a preference profile for the agent. As compared to this system, in our
Table 4.2
The Buyer Agents Requirements and the Sellers Offer in the Two-to-Three Automated Negotiation Scenario, with Three House Types.

<table>
<thead>
<tr>
<th>Agent</th>
<th>House Type</th>
<th>Quantity</th>
<th>Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td>2 Rooms</td>
<td>5</td>
<td>40000-60000</td>
</tr>
<tr>
<td>B1</td>
<td>3 Rooms</td>
<td>5</td>
<td>80000-100000</td>
</tr>
<tr>
<td>B1</td>
<td>4 Rooms</td>
<td>5</td>
<td>100000-120000</td>
</tr>
<tr>
<td>B2</td>
<td>2 Rooms</td>
<td>5</td>
<td>45000-65000</td>
</tr>
<tr>
<td>B2</td>
<td>3 Rooms</td>
<td>5</td>
<td>85000-105000</td>
</tr>
<tr>
<td>B2</td>
<td>4 Rooms</td>
<td>5</td>
<td>105000-125000</td>
</tr>
<tr>
<td>S1</td>
<td>2 Rooms</td>
<td>10</td>
<td>50000-70000</td>
</tr>
<tr>
<td>S2</td>
<td>3 Rooms</td>
<td>10</td>
<td>90000-110000</td>
</tr>
<tr>
<td>S3</td>
<td>4 Rooms</td>
<td>10</td>
<td>110000-130000</td>
</tr>
</tbody>
</table>

Fig. 4.3. The three sellers gain, each using a different negotiation strategy.

approach, there are several negotiation strategies, which can be changed during negotiation, and the negotiation domain is specified by the agent rules.

A negotiation strategy that describes a method to learn a model of opponent preferences in a single negotiation session is presented in [13]. The negotiation strategy should be efficient, transparent, maximizing the chance of an agreement and should avoid exploitation. In the current paper, we have applied different negotiation strategies, in order to improve in time the behavior of the agents.

A model of iterative reasoning process is developed in [3], by widening the notion of a level in a hierarchy, from one single strategy to a distribution over strategies, leading to a more general framework of multi-agent decision making. Our approach combines different strategies, in order to find the best possible outcome.

The impact of the negotiation environment on the performance of several intra-team strategies is studied in [14]. An agent-based negotiation team is a group of agents that joins together, because they share common interests in the negotiation. In our approach, the agents are self-interested and are using a set of strategies, towards achieving their goals, trying to obtain the maximum gain.

An agent, which learns the general pattern of behavior, based on all of the interactions in which it participates is developed in [15]. A generic approach, which may help the agent compete against unknown opponents in different environments is proposed. In our research, the agents’ beliefs about the other agents in the system are combined with the possibility to represent and modify dynamically the negotiation strategy.
The decision to accept an offer is presented as a sequential decision problem in [16], by modeling the bids received as a stochastic process. This choice is useful in the context of negotiation with incomplete information, where the future behavior of the opponent is uncertain. In our approach, the agents use the Iterated Contract Net protocol, which has the advantage that it can simulate a real-world scenario, with many buyers and sellers having parallel negotiations.

A multi-issue negotiation that runs under real-time constraints and in which the negotiating agents have no prior knowledge about their opponents' preferences and strategies is described in [17]. A negotiation strategy, which employs sparse pseudo-input gaussian processes to model efficiently the behavior of the negotiating opponents, is used. In our approach, the strategy is represented in the form of rules, with their attached preference coefficients.

An agent, which estimates the opponent’s strategies based on the past negotiation sessions, is presented in [18]. The agent tries to compromise to the estimated maximum utility of the opponent by the end of the negotiation. In our system, the agents’ behavior can change during negotiation, according to previous interactions with other agents. Changing behavior may refer to either the use of different negotiation strategies or to concessions made for other agents, with which they have successfully negotiated in the past.

Modeling the decision-making process, through the design of a goal directed negotiation model, based on the BDI agent theory, is developed in [19]. A prototype of the model is built and applied to an aircraft purchase negotiation process. Also, in our system, the agents are designed according to the BDI model. Automated negotiation agents are developed, having adaptive negotiation strategies. The model is implemented and the agent behavior is tested on different settings, for a real estate agency business model.

6. Conclusions and Future Work. A multi-agent system for automated negotiation, involving a real estate agency business model, was presented. The gain obtained by agents during negotiation is computed after each negotiation round and is graphically represented.

The negotiation strategy of the agents can be changed in time, as more negotiations are taking place. The agents have a set of useful negotiation strategies, from which they can choose the best one. The three possible negotiation strategies: linear, conceder, and boulware, can be dynamically changed, during run-time, for each negotiating agent, being either buyer or seller, using the graphical interface of each agent. The combination of strategies for buyer and seller agents gives different gains for the agents.

The experiments demonstrate distinct behavior and gain for the agents employing different strategies. The strategy used by agents is dependent on the number of buyers and sellers in the virtual market. Also, the tests performed showed the improvement of the agents performance in time, with respect to their negotiation abilities.

Because the agents preferences are based on their goals, changes of their needs influence the preferences during negotiation. When new information is available, the agents can update their preferences regarding the negotiation results. The communication primitives and the framework can express complex negotiation dialogues, in which agents can change their preferences in time.

Heuristic negotiation strategies used in this article are based on the exchange of proposals. In the case the answer received from the partner agent is a counterproposal, the argumentation-based negotiation extends the negotiation protocol with the possibility to exchange arguments. This information gives explicitly the opinion of the agent making the argument.

Future work will investigate the arguments used by agents for improving the negotiation outcomes. Also, future work will be directed towards the implementation of more complex agent strategies and knowledge sharing ability between agents.
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SOFTWARE MODERNIZATION AND CLOUDIFICATION USING THE ARTIST MIGRATION METHODOLOGY AND FRAMEWORK
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Abstract. Cloud computing has leveraged new software development and provisioning approaches by changing the way computing, storage and networking resources are purchased and consumed. The variety of cloud offerings on both technical and business level has considerably advanced the development process and established new business models and value chains for applications and services. However, the modernization and cloudification of legacy software so as to be offered as a service still encounters many challenges. In this work, we present a complete methodology and a methodology instantiation framework for the effective migration of legacy software to modern cloud environments.

Key words: Cloud Computing, Legacy Software, Modelling, Migration, Methodology, SaaS

AMS subject classifications. 68M14, 68U01, 68U35, 90B25

1. Introduction. Nowadays, cloud computing [4] appears as one of the most popular and mature technological and business environments for engineering, hosting and provisioning software applications. A continuously increasing set of cloud-based solutions across the cloud stack layers [11] is available to application owners and developers to tailor their applications and exploit the advanced features of this paradigm for elasticity, high availability and performance. These solutions provide many benefits to new applications but they also introduce constraints to the modernization and migration of legacy applications. We consider legacy applications as software not developed for the Cloud and software in traditional architectural paradigms that cannot be scaled, cannot be measured and does not share resources beyond infrastructure (e.g. database, memory). Often the legacy applications follow monolithic architecture design approaches, implemented in technologies which may be deprecated or cannot easily deal with the notion of "as a Service" and are installed on owned infrastructures.

The modernization and adaptation of legacy applications to cloud environments is a great challenge for all involved stakeholders, not only from a technical perspective, but also in business level with the need for adaptation of the business processes and models of the application which will be deployed on the Cloud and offered "as a service". In this paper, we present a novel model-driven [22] approach for the migration of legacy applications in modern cloud environments which covers all aspects and phases of the migration process, as well as an integrated framework that supports all migration process.

Our motivation for this work is the requirements and challenges for the effective migration of legacy software on the Cloud as described in [9]. To this end, the proposed migration methodology considers the following aspects:

- **Unknown internal structure** due to the complexity of the software and the data management processes.
- **Lack of knowledge for target environment** where the application will be deployed and provisioned.
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Multi-tenancy influence which creates a number of issues that span from security to performance and availability.

Variable configuration based on user preferences which poses additional customization requirements when the application is offered as a service.

Various application types with different characteristics and usage of resources e.g. networking, storage etc.

Unlike current methodologies, in this work we present an end-to-end approach developed in frame of ARTIST EU Project [1] that covers both all migration and modernization phases and also considers both the technical and business aspects of the application. This complete model-driven modernization and migration approach (initially discussed in [12]) is supported by an innovative toolbox as a ”one stop shop” for the migration, modernization and cloudification of legacy applications. ARTIST Migration Methodology introduces three phases for the migration of legacy applications to cloud environments starting from a feasibility analysis to the core modernization of the software and its validation and certification during the post-migration. All aspects of the migrated software are examined in the methodology including the migration of the data and the adaptors which may be required for the handover between the legacy data source and the modern cloud data stores.

In addition, the proposed framework includes a rich set of tools, which realize each phase, task and activity of the methodology. The methodology and the framework provide a complete environment where all the stakeholders involved in the migration of an application (analysts, developers, engineers etc.) can collaborate under well defined workflows and processes that are customized and instantiated for the particular migration project. The post-migration aspects are also considered by defining specific processes for the behavioural equivalence (functional and non-functional parameters) and the reuse of software artefacts.

The rest of the paper is structured as follows: Section 2 highlights the related work in this field while Section 3 describes in detail the proposed migration methodology. Section 4 analyses the architecture design of the overall framework that supports the methodology and Section 5 the implementation details of the Methodology Process Tool, which is the core component for the customization and instantiation of the methodology. An evaluation of the proposed solution based on an experimental application is described in Section 6. Finally in Section 7, the conclusions of our work are presented.

2. Related Work. Prior to the definition of the various methodology elements, we examined the related migration approaches and extracted some interesting findings, with the most important one the fact that there is no methodology covering all migration processes/phases required in our approach.

G. Lewis et al. [10] proposed the SMART methodology which is relevant to the pre-migration phase while trying to understand the system operation in order to be able to identify and analyse the gap between the legacy system and the desired one. However, most of this analysis is performed manually and based on the knowledge of the participating team. After acquiring that knowledge, SMART proposes an ad-hoc migration strategy created for each system individually. In addition, since SMART is focused on the migration to SOA, many relevant issues that concern the basics of SaaS architectural design are not treated.

The Butterfly method [26] guides the migration of a mission-critical legacy system to a target system and consists of 5 phases, namely: justification, legacy system understanding, target system understanding, migration and testing. Justification phase involves the investigation of the risk and benefits associated with the legacy system evolution while legacy system understanding involves reverse engineering of the legacy system in order to identify the components, recreate documentation, understand the static and dynamic behaviour of the legacy system. Target system development involves elicitation of requirements/specifications of the target system and choosing the most appropriate architecture and standards. The migration phase is concerned with the physical transformation of the whole legacy system to the target system. Finally, testing is carried out throughout the evolution process to ensure that the target system delivers the functionalities specified at the start of the evolution.

Warren and Ransom [25] developed the Renaissance method which examines a legacy system from all technical, business and organizational perspectives. The method guides users through assessment of these perspectives by selecting assessment characteristics and assigning values to them. According to this approach system assessment is used to gain an understanding of a legacy system, which is fundamental to any system evolution exercise. System assessment should be an initial activity for evolution projects. The first important
milestone in the Renaissance method is a viable, cost effective system evolution strategy which can be presented to higher management. The activity of assessing the current system is supported by another activity for modelling which is focused on increasing the level of knowledge about the system on a conceptual level.

OMG ADM (Architecture-Driven Modernization) [16] provides a set of generic metamodel specifications that could be relevant within the context of our work. The Software Measurement Metamodel (SMM) proposed by this methodology, could be used in the assessment of the migration process (e.g. for expressing appropriate metrics/measures as well as representing the result of their computation), the Knowledge Discovery Metamodel (KDM) and to a lower extent the Abstract Syntax Tree Metamodel (ASTM) can be exploited for reverse engineering purposes (e.g. for representing the legacy source code as models in a neutral technology-independent manner).

A. Bagnato et al. [2] implemented the XIRUP, which is considered as a general-purpose MDE-based modernization methodology, not specifically designed to address the challenges of migrating legacy applications to cloud environments. In particular, XIRUP is a feature-driven modernization methodology, where the whole legacy system is decomposed into features (as offered by encapsulated components) that are iteratively evaluated (for migration decision support), migrated and assessed (post-migration evaluation). Nonetheless, even if some of these method fragments are applicable to foreseen methodology phases, they need to be aligned and extended to cope with the particularities of the migration to the Cloud.

Model Driven Reverse Engineering (MDRE) itself, as the application of Model Driven Engineering (MDE) principles and techniques to reverse engineering problems, is a rather recent area [21]. However, there have been really few generic and extensible MDRE approaches proposed so far. The MoDisco two-step Model Discovery + Model Understanding approach and corresponding framework in Eclipse [3] is one of them. As covering the reverse engineering phase, it can be directly reused and then extended when necessary within the context of the more global approach.

The REMICS methodology proposed by Mohagheghi and Sæther [15], while following an MDE approach, does not take into consideration non-functional requirements (i.e. performance) inherent to SaaS applications and neither addresses architectural issues such as multi-tenancy or scalability. REMICS relays the monitoring, billing and security issues to the cloud provider where the application is deployed on. The business issues (business model and processes), related to the components mentioned before (billing, monitoring) are also not considered. In addition, REMICS executes the migration on brute force, without considering the feasibility or convenience to migrate.

In the following table we summarize the various aspects of the migration methodologies defining the baseline for the ARTIST Migration Methodology:

<table>
<thead>
<tr>
<th>Migration Methodologies Comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="" alt="Table 2.1" /></td>
</tr>
</tbody>
</table>

3. ARIST Migration Methodology.

3.1. Methodology Overview. The methodology was developed to cover all aspects of software migration and modernization, including the business and technical requirements posed from the modern cloud ecosystems as common target environments for the deployment and provisioning of applications. The methodology consists of three (plus one) major phases which are analysed below:
These three main phases are:

- **Pre-migration**: In this phase a study of the technical and economic feasibility will be conducted as a prerequisite to the migration/modernization of the legacy system so as to effectively define the exact steps and effort that will be required.

- **Migration and Modernization**: This phase will perform the migration process itself, by using both reverse engineering (RE) and forward engineering (FE) techniques in order to deploy the legacy system on the Cloud. It should be noted that based on the particular legacy application requirements and the pre-migration analysis results, the migration processes and their flow are explicitly customized. The business model concerns are also studied and defined in this phase. These business issues are included in the application architecture and organizational processes to face the new situation are also (re)defined in this phase. Finally, migration phase includes the verification and validation (V & V) of the final system.

- **Post-migration**: In this phase, the modernized application components will be deployed onto the target environment and it will be checked if both the technical and business objectives established in the pre-migration phase have been achieved. The validation activities that are foreseen are mainly focused on behavioural equivalence, model based testing and end-user functional and non-functional testing. Moreover, a certification model will be created in order to increase customer confidence in the SaaS system.

In addition to the three phases described above, another phase, named **Migration Artefacts Reuse and Evolution**, was defined in order to enable the effective reuse of software artefacts and optimization of the migration processes. This phase includes all needed application maintenance activities after migration to the Cloud (software updates, cloud provider changes, etc.).

The complete methodology is formally described using the Eclipse Process Framework EPF [7] and SPEM2.0 [17] specification and the generated diagrams of each phase are presented in the following sections.

3.2. Pre-Migration Phase. The pre-migration phase (Figure 3.1) is the starting point of each migration. Migration of legacy applications is considered as a very challenging project that involves not only changing the way companies are going to deliver their software, but also their business model, and how the company is organized in terms of processes. Thus, software vendors need to analyse whether the targeted objectives are actually feasible to them both technologically and economically.

![Figure 3.1. Pre-migration EPF Model](image)

The first step in this pre-migration phase is to analyse how mature the application is in terms of technology (i.e. architecture, programming language, database, integration with third party offerings, etc.) and business (i.e. current business model, maintenance and upgrades procedures, etc.). It also considers how the customer wants the application to be in those two axes (i.e. architectural design, cloud provider requirements, business model, legal concerns, performance thresholds values, etc.) once the application is migrated. The analysis of
both the current and ideal situations allows the users to perform a gap analysis, described in terms of a technical feasibility analysis and a business feasibility analysis.

The technical feasibility analysis is aimed to provide a snapshot of the application’s design quality, of its complexity and coupling, etc. This is realized thanks to reverse engineering techniques through which the component model of the source code is obtained and an evaluation of the effort required to perform the migration is implemented. The technical feasibility analysis provides a set of migration strategies for each of the components identified in the legacy application and the effort required to perform that strategy. This information is obtained by the combination of the ideal technological maturity identified in the maturity assessment as well as the target platform requirements, the complexity due to the migration strategy nature and the complexity inherent to source code (the latter is calculated performing a static analysis of the source code).

Furthermore, based on the results from the ideal situation identified in the maturity assessment and the identification of the target platform expected characteristics, a business feasibility analysis is performed. This business feasibility analysis aims at providing not only economic information (ROI, payback, etc.) but also what are the main risks to be faced with the migration and the organizational processes affected by the uptake of the new business model. The results obtained will guide decision makers to identify the most appropriate strategy in terms of migration and selection of the target services/platforms to use.

3.3. Migration and Modernization Phase. The Migration phase is the core part of our methodology, incorporating unique features for reverse and forwards engineering as well as for the effective target environment specification.

3.3.1. Application Discovery and Understanding. During the technical feasibility assessment as well as during the migration process itself, the discovery of relevant models describing the software system is first required in order to 1) have a better understanding of it and 2) provision the other steps of the process with the needed models. Thus, one of the main goals of Model Driven Reverse Engineering (MDRE) is to extract the overall structure and logic of the software system (as well as some more implementation details when necessary for the actual migration), considering different abstraction levels depending on the targeted stakeholders and migration scenarios. In any case, such a MDRE process is generally composed of the two main tasks (Figure 3.2).

![Fig. 3.2. Application Discovery and Understanding EPF Model](image)

**Model Discovery** generates the minimum set of required initial “raw” (i.e. low-level) models out of (some of) the artefacts composing the software system. This is realized (at least semi-)automatically thanks to dedicated software components called model discoverers. This first task notably implies analysis the different available software artefacts to identify the ones which are actually usable and relevant to the considered migration scenario, and also to guide the discovery process itself. This preliminary action can be performed with the help of the Taxonomy of Legacy Artefacts, as established and developed within the time-frame of the ARTIST Project, which allows for better classification of these artefacts according to several common dimensions (their technical space, internal structure, nature, size, environment, etc).

**Model Understanding** produces the necessary ”processed” derived models from the initially discovered models, thus filtering only the information required for the remainder of the overall process (i.e. Modernization
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notably). This is realized in order to identify and build higher-level views on the analysed software system. This second task relies on the use of various (chains of) model-to-model transformations from the previously obtained "raw" (low-level) models to the final derived models to be provided as useful views and/or inputs of the Modernization tasks (notably). These derived models may conform to different metamodels and so offer several "viewpoints" on the software system at different levels of abstraction, according to the actual requirements of the next tasks and corresponding architects/engineers.

3.3.2. Target Environment Specification. In the Target Environment Specification phase (Figure 3.3) we have two independent processes taking place, one in the application domain and one in the candidate target environment domains, that can be linked at the end for added value. In the first place, Target Environment Benchmarking is performed in order to acquire measurements of cloud services performance in a variety of different application types (e.g. DBs, server based apps, Java based apps etc.). This information is then included in concrete provider models that contain also numerous functional characteristics. This is a process that is performed "offline" and by a suitable role (e.g. Benchmarks provider). Furthermore, in these models we include also cost information, that can be used together with performance aspects, in order to rank services based on their combined metrics, supporting also different ratings based on user interests that are expressed through percentages (e.g. 70% interest on performance, 30% on cost). More information on this process can be found in [8].

Fig. 3.3. Target Environment Specification EPF Model

The second branch of the process is related to the analysis of the performance footprint of arbitrary application components. In this process, which is performed by the Application Developer through the use of the respective tools, the application component's runtime behaviour is compared and classified based on the behaviour of the benchmarks used in the Target Environment Benchmarking, when both are executed on the same reference platform (of the Application Developer). In this process, the developer utilizes the Benchmarking Tool (to install and execute the benchmarks locally) and the Profiling Tool (to acquire the execution footprint of both the benchmarks and the application component). The final step is to feed this information in the Classification Tool, that will perform the matchmaking. Thus, after having this classification conclusion, we can select the cloud service that has the best score in the same benchmark category that the application component has been classified. It is necessary to stress that this part of the process is optional for the developer. If they have already knowledge of their application behaviour or nature, they can directly ask a question of the form "Give me the best offering for running my (web server) application", along with the aforementioned percentages of interest described in the first phase.

3.3.3. Modernization. During the migration phase, once the legacy system has been well understood and decomposed into features and/or components, other tasks such as Model Driven Forward Engineering (MDFE) need to be applied aiming at transforming the legacy system and deploying the migrated one into the target Cloud. During the understanding phase, some high abstract level model views of the legacy system have been produced. These views represent, e.g. the platform independent models (PIM) of the legacy system. Feature or component views are useful since they enable a feature-driven iterative migration across a number of selected features or components. For instance, persistence could be a feature to iterate on: during this iteration all data
In this modernization phase (Figure 3.4), some artefacts produced during early phases are taken as input: a) the PIM models of legacy system, b) the architectural constraints (e.g. migration goals) corresponding to the target maturity level the application and c) the models describing existing target platforms where the application can be deployed.

Models of the candidate cloud targets environments are matched against the aforementioned requirements, using a model-enabled matchmaking algorithm. Models describing features or components tagged for migration are optimized and transformed, by applying suitable transformation patterns, into target models. These models represent equivalent features or components that are compatible with the selected target provider and that fully exploit the target features and services requested by the application requirements.

These migration tasks aim at building and deploying the migrated component corresponding to selected legacy components (e.g. implementations of application features). MDFE strongly relies on models and model transformations e.g. model to model (M2M) and model to text (M2T) for the technical materialization of the described MDFE tasks. The main aim for these transformations is to generate diverse models providing different views over the migrated application, including its source code. The skeleton of the application is generated automatically, and developers have to write manually some code to complete upgraded and newly added functionalities.

In cloud applications, the business model is tightly intertwined to the technical solution and the methodology defines several tasks in order to define the business model, taking as baseline the principles by Osterwalder [20]. Delivering a product is not the same as delivering a service in terms of organizational processes. Existing processes need to be analysed and redefined to adapt the organization to the new structure. Also, new processes related to the service delivery will have to be defined from scratch and to this end we have identified several processes that are affected by the shift of business models. These are: Development Process, Updating Process, SLA Management, Helpdesk, Incidence Management, Marketing, Accountability, Cloud Provider and Roles Alignment.

3.4. Post-Migration Phase. The quality of the migrated system needs to be verified, considering both behavioural (functional) and non-behavioural concerns such as performance or security. The migrated system has to operate similarly to the legacy system and needs to perform at least equally to the old system in terms of functionality and performance. The non-compliance of any of these requirements may cause the non-acceptance of the migrated system by the client. For this reason a validation and certification model is being used as part of the post-migration phase (Figure 3.5).

Once a feature or component has been migrated, its behavioural equivalence (across the legacy and migrated components) and the fulfillment of migration goals (i.e. non-functional requirements) need to be asserted. The first step of this validation covers the functional requirements of the system and is being performed against
given test cases as well as provided by the end user test cases. The following step is the validation of the non-functional requirements, in terms of scalability, security, etc. If the assessment fails, the process rolls back to the migration phase, in order to re-evaluate the migration requirements and the optimization/ transformation strategies. Otherwise, the process moves to the next phase with concerns to the current feature. This phase iterates until all features have been migrated. If the assessment is successful, a certificate for the migrated project is being produced and following that the migrated artefact is being placed into the ARTIST Repository (explained in detail in the following section).

3.5. Migration Artefacts Reuse and Evolution Phase. The purpose of this supporting phase (Figure 3.6) is twofold: On the one hand, it provides tasks to foster reuse of migration artefacts inside and across migration projects, on the other hand it supports evolving the migrated system after a migration has been performed.

During a migration project, a number of artefacts that are potentially reusable across projects are produced, such as meta-models, models, generic transformations and other information produced by the various framework tools. By reusing previous results, expensive operations such as big model extraction runs have to be performed only once. The artefacts are first checked for their reuse potential. Reusable artefacts are then published to the web-based ARTIST Marketplace if they should be publicly available or to the ARTIST Repository if they should be shared only within a controlled number of migration projects. The ARTIST Repository and Marketplace thus provide a central place to store, archive and organize MDE artefacts which could be merchandized as services in cloud marketplace environments [13].
The second purpose of this phase is to support maintenance activities during and after migration. This is achieved on the workspace level by supplying developers with information about the (modelling) artefacts in the workspace including their types, their relationships and dependencies and their history. This information is gathered from the workspace and from associated source code management and ticketing systems. One possible way to exploit this data is to provide traceability between artefacts and perform change notifications and change impact analyses.

On the artefact level, evolution is supported by a change description service. It can be triggered whenever new versions of one or more artefacts are produced. The service captures changes, detects inconsistencies in depending artefacts and supports the user in resolving these inconsistencies. Finally, the initial and the derived changes need to be implemented to complete the change workflow.


4.1. Architecture Overview. The architecture design is an integrated view of the functional blocks and components composing the ARTIST tooling, stereotyped with the main methodology block, i.e. pre-migration, migration and post-migration, to introduce the various components in turn.

The Migration Feasibility Assessment tooling comprises the Maturity Assessment Tool, the Business Feasibility Tool and the Technical Feasibility Tool. These tools interact with each other iteratively to estimate and report about the business and technical migration feasibility. This report is used by the Methodology Process Tool (described in next section) to tailor the particular migration process. The Migration Feasibility Assessment tools rely on some of the MDRE features provided by the Model Discovery and Understanding tools, offering low and high level abstraction platform-specific and independent models (PSM, PIM) of the legacy application.

The Cloud Metamodel and the model instances, describing target cloud providers and offerings, are provided by the Target Environment Specification tooling which comprises the Benchmarking, Performance Stereotype Classification and Profiling tools. These (meta)model artefacts are used during the modernization assessment (e.g. to specify cloud target and migration requirements) but also during the migration phase by the MDFE tooling (e.g. to specify requirements on the "cloudified" application and the cloud target environment). The MDFE Migration tooling comprises Target Specification, Optimization and Deployment tools, which supports the entire migration phase, such as the specification of requirements for the application and the target environment, target lookup and selection, application optimization (e.g. "cloudification") and application building and deployment.

The post-migration phase (Testing, Verification and Certification) is supported by a suite of Testing Tools and the ShSp (Service based Software providers) Certification Tool. Finally, the ARTIST Marketplace and ARTIST Repository realize the migration artefacts reuse and evolution phases and operate complementary to the other components so as to improve the effectiveness of various processes that these components perform.

4.2. ARTIST Suite. Following the design of the architecture, a concrete implementation approach for the ARTIST Suite, focusing on the support for the migration of both Java and .NET based applications is described in Figure 4.2.

The ARTIST suite comprises these main blocks of tools:

- **Browser-based (Web-based) ARTIST Suite**, targeting mostly end-users playing a **business role**. This tooling is intended to offer functionalities that require broader access to different types of users, compared to the more technical tooling which requires more specialized tools. Examples of tools in this block are: the Maturity Assessment Tool or the ShSp Certification Tool.

- **Eclipse RCP based ARTIST Suite**, targeting mostly end-users playing a **technical role**. Both the Eclipse platform itself and the Eclipse Modelling Project (EMP) tools, as baseline for ARTIST suite, are the natural choice looking to the selection of MDE techniques and OSS tools. Examples are those addressing technical functionalities, such as the Technical Feasibility Tool, the Model Discovery and Understanding, the Requirements Specification Tool, the Optimization Tool, the Target Generation Tool, the Deployment Tool or the different Testing Tools.

- **Sparx Enterprise Architect (EA) [23]**, that includes a set of add-ons developed which support the discovery and target generation of .NET C# based applications.
The proposed suite supports the migration of both Java and .NET applications. However, Eclipse support for .NET development is somehow limited. .NET applications can be developed using Microsoft Visual Studio or other corresponding development environments. Our approach for the migration of .NET application relies on the usage of Sparx EA, during certain tasks of the methodology (notably during the Model Discovery and the Target Code Generation tasks). Thus, models of .NET applications will be obtained out of .NET projects using EA, and the final target code will be generated out of the migrated models using EA as well.
The remainder of the methodology tasks involving modelling are supported by Eclipse ARTIST tooling. The migrated .NET code can be compiled and assembled for deployment using Microsoft Visual Studio or another compatible development environment. Similarly, Java-based applications can be developed using the Eclipse JDT or another Java development environment. The projects of these Java applications can be then easily imported into the Eclipse workspace, ready to be managed by the tools. EA and Eclipse ARTIST tooling exchange models (notably UML ones) using the XML Metadata Interchange (XMI) [18] serialization format.

We foresee that the interactions between the browser-based and the Eclipse-based suites will be user driven and mediated through the Eclipse workspace and the repository. The user will save, locally on his/her workspace or in the repository, the artefacts produced during the performing of concrete tasks of the methodology and created using the browser-based tools. In turn, the user will import them within the Eclipse-based tools when required. The marketplace also offers browsing and searching functionalities to the end-users. Thus, the marketplace is the access point for users to the repository. Nevertheless, the various tools can access the repository directly through the repository plugin to retrieve/save artefacts provided that they have got the artefacts URIs.

Eclipse-based suite is tightly integrated within the Eclipse framework and the Eclipse Modelling Project (EMP) tools, using the Eclipse platform API and thus contributing to the Eclipse workbench. Artefacts produced and consumed by the Eclipse-based suite will be shared with other tool suite instances through the
repository by using the repository plugin. Alternatively, these artefacts can be stored locally in the Eclipse workspace for personal usage.

5. ARTIST Methodology Process Tool Implementation. The methodology is a modernization and migration solution that covers a wide range of application types, regardless of the underlying technologies, business models, operational modes, etc. In order to practically support this methodology, a core element was incorporated in the overall architecture: the Methodology Process Tool (MPT). This tool allows the customization and instantiation of the methodology based on the specific application requirements.

The Methodology Process Tool, exploiting the results processed and obtained during the modernization assessment, defines a customized modernization process, tailored to the concrete legacy application needs. The tool shows the customized process in detail, its tasks broken down step-by-step, including hooks to invoke the tools required to accomplish each task.

MPT is the main component of the framework supporting the customization of the methodology at the end of the pre-migration phase. The methodology components are those which, based on the results of the modernization assessment (including the target specification), provide a tailored modernization blueprint. At the end of the pre-migration phase, after a positive early assessment (e.g. migration accepted), the remaining migration process (e.g. the rest of phases for completing the migration process) can be tailored to the specific characteristics of the migration project (i.e. legacy application and selected migration goals) using the Methodology Process Tool (MPT), which creates a specific blueprint for the migration project, that is, a specialization of the methodology process, rendered as a graphical process, showing tasks as visual elements (e.g. widgets) and related tasks for each phase within a group widget, logically connected through the methodology workflow. Moreover, each task widget includes links to the tools used to accomplish it, therefore selecting a task triggers the corresponding task tool in the integrated Tool Suite (e.g. Eclipse environment).

MPT uses reports generated during the early assessment phase, since the technical and business feasibility assessment reports contain the required information to particularize the methodology to this concrete migration project. MPT can programmatically launch any required tool to accomplish any of the tasks described in the tailored methodology blueprint.

With respect to the overall architecture and methodology and the requirements posed by the objectives of the project, several approaches have been examined for the implementation of MPT. Currently we focus on a) a hybrid implementation for MPT, which combines features of a web-based platform and of the Eclipse environment and b) on an implementation using the SpikesTogether platform [24]. Both implementations are discussed in the following sections.
5.1. Hybrid (Web+Eclipse) Implementation. The MPT hybrid tool was built to take advantage of both the Web and the Eclipse based MPT architecture choices and combine them together to support the customization of the methodology from both any web browser (e.g. to support non-technical users, such as business analysts) or the Eclipse-based Tooling (e.g. to support technical users, such as modelers). In this way, the user is able to access MPT functionality either from an external Web browser, which connects to the web server that host the MPT, or within the Eclipse-based tooling, using the internal Eclipse Web Browser. Besides, this also allows the usage of Eclipse cheat sheets [5] to guide the user through the entire customized methodology and launch other Eclipse-based tools, as required by each task of that methodology.

Another challenge behind this implementation was to effectively exploit the representation of the methodology that was implemented using the Eclipse Process Framework, as described in the previous sections. For this reason, the methodology description outcome, which was in the form of simple static HTML pages, was transformed to XTML and integrated with Java Server Faces in order to achieve their dynamic customization according to the specific case under examination.

This implementation of the MPT provides to the end user the ability to upload and share existing reports in terms of maturity assessment, technical and business feasibility analysis, as produced from the corresponding tools, namely the MAT (Maturity Assessment Tool), TFT (Technical Feasibility Tool) and BFT (Business Feasibility Tool) tools respectively (see Figure 5.2).

Once the reports have been uploaded, the user is able to select among these reports and use the appropriate one to configure the methodology processes, according to the attached results for maturity, technical and business feasibility assessment. It should be noted that it is also possible to access existing reports that have been uploaded by the same user in the past for other projects as well as reports that other users are willing to share (see Figure 5.3).

By using the Methodology Configuration option, the selected report in XML format is being parsed and the extracted values are being stored and used against rules, the outcome of which may affect the content of
each methodology element (phase, task, activity) at different levels or even the flow that the user should follow in order to cloudify the project under examination.

Following the configuration of the methodology, the user can view the customized version of the EPF by clicking on the "View Methodology" button on the left pane. This action opens the index page of the EPF outcome in a new tab. An example for the methodology customization is described in the evaluation section.

5.2. SpikesTogether Implementation. A SpikesTogether-based approach has also been implemented focusing on accessibility towards business users. SpikesTogether [24] is developed on top of SharePoint [14], a well known web-based business collaboration platform. SpikesTogether is a tool which facilitates the development of line-of-business (LoB) solutions, extending the core functionality of SharePoint in particular key aspects.

SpikesTogether is built around two cornerstones: a) Adaptive Case Management and b) Collaborative Workflows. In the context of this work, application migration can be seen as a case to be managed while the migration process can be seen as a workflow. An actual application migration to the cloud typically involves many people which are supported by the collaborative aspect in the workflows. In addition a customized migration project is supported by the adaptive aspect in the case management.

Figure 5.4 shows a screenshot of a workflow in progress (i.e. the proposed methodology) on a particular item or migration project (i.e. SpikesTogether Migration). Tasks of the workflow in SpikesTogether are assigned to a user involved in a particular role. Every task has a certain outcome possibly leading to other tasks until the workflow (and consequently the application migration) has been completed. The figure also shows that the current migration is in the Migration phase which has not yet started while the pre-migration phase has already been completed. The example workflow used in this process can be seen in Figure 5.5. This workflow involves three different roles (i.e. Analyst, Modeler and Tester) each performing one particular step of the methodology process (i.e. pre-migration, migration and post-migration).

The SpikesTogether implementation guides the different users (in different roles) throughout the complete migration process and provides them with clear descriptions of the tasks that need to be performed using one or more of the tools in the tool suite. Identity/access management as well as security is being provided by the underlying SharePoint platform. Currently, the focus was around the step-by-step guidance of the user throughout the migration process while future work in this approach includes the customization of the
6. Proof of Concept and Evaluation. In the previous sections, we described a generic but also detailed methodology for the migration of legacy software to modern target environments, which is also supported by a tool for its effective customization to the specific requirements of a particular migration project. In this section, the proof of concept for the Methodology Process Tool based on an experimental migration project is discussed. The proof of concept will show how specific steps of the generic methodology are customized for a concrete migration project based on the pre-migration analysis results. The Evaluation of the proposed methodology and its respective implementation, the Methodology Process Tool, was based in an experimental legacy J2EE Application, the PetStore [19]. In the following sections we describe the steps for the business and technical analysis of the application during the pre-migration phase and then, based on the analysis results, we describe the rule-based customization of the methodology through MPT.

6.1. PetStore Business Case. Our objective is to tackle the problem of software modernization under two perspectives, the technical one and the business one. This is the reason why we need to define the business case of the PetStore in order to evaluate and test all the tools under both perspectives:

SME-Software is an English company producing and marketing software products targeting SME Enterprises. Their customers include Hotels, Restaurants, Stores, Chartered Accounting Firms, Employment Law specialists. PetStore application started as a management system or ERP for stores selling pets, and evolved as a web portal for selling pets over Internet.

Nowadays SME-Software sells its application by licensing (to be renewed each year) and offers the possibility to customize it through consultancy services via ad-hoc projects. This customization includes the purchase of the new infrastructure (Application server, database server, etc.), installation of the adequate application server
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Fig. 5.5. SpikesTogether MPT Usage Example

and database server software versions to fit the PetStore requirements, and customization of the interface layer. The customers may contract these services to companies other than SME-Software. Optionally, customers can contract maintenance support.

With the emergence of cloud computing and the SaaS business model, SME-Software managers have start thinking about offering their Software as a Service. Many customers have shown willingness to contract the service instead of buying the product and the infrastructure required to install it.

SME-Software’s CIO is aware of the emergence of cloud computing and he has participated in discussions where the advantages of cloud computing have been exposed. He notices that their customers are demanding changes in the way they sell and offer their product but he is still reluctant to change because the following aspects are not known:

- implications to change from SaaP (Software as a Product) to SaaS
- time and costs implied from a potential migration
- which IaaS provider is the best, and which implications this could have
- which risks (market and technical) are associated to this change
- which business processes are affected and how to adapt them to the new selling model.

6.2. PetStore Software and Business Case Assessment. MPT tool will personalize the methodology for each migration project relying on the results obtained in the pre-migration phase by the different tools (MAT, TFT and BFT). From MAT, the migration goals and high level recommendations will be used, from TFT, the list of migration tasks and affected components and finally, from BFT the selected business scenario. By combining all this information, MPT will personalize the generic methodology for each specific migration project.
6.2.1. MAT results. The Maturity Assessment Tool results on application positioning with respect to its cloud maturity are the following:

- **Migration Goals**
  - Migrated programming language: J2EE
  - Multitenancy level: Multitenant
  - Database scalability: High scalability of data
  - Interoperability requirements: Yes, ERP
  - SLA requirements: System availability, performance and QoS, Outages covered, Data integrity, business continuity
  - Configuration requirements: User personalization
  - Authorization requirements: ID, Password
  - Cloud provider: Amazon, Public Cloud
  - Elasticity: Component / self-made means to ensure its elasticity

- **High level recommendations**
  - Model the application to have a better knowledge of the application
  - Redesign the database to be multitenant
  - Redesign the architecture and distribution of stateful/stateless nodes
  - Integrate a module of concurrent users monitoring
  - Define authentication mechanisms
  - The coexistence of the two business models may bring difficulties in the support processes
  - Define new SLAs taking into account the infrastructure part

6.2.2. TFT results. The Technical Feasibility Tool is aiming at estimating the efforts required to migrate a legacy application to a selected target cloud environment, fulfilling some migration goals and requirements. This effort estimation is broken down into each legacy component and the migration tasks required migrating it. The effort required to accomplish each migration task is derived from the complexity of the task and the complexity inherent to the legacy code (component complexity). TFT analysis results are summarized in the following table. In the example shown, the different components of the PetStore have been identified ("component" column) and the following metrics have been obtained for each of them:

- **Component complexity**: This is the complexity related to the legacy software. In this proof of concept, just for the sake of simplicity, component complexity is just measured by the number of files comprising the component: 1 XML file for J2EE resources (complexity 1.0) and 40 Java classes for PetStore (complexity 40.0), 1 SQL file for PetStore data schema, 1 bundle file (installation) for J2EE Server and Non-SQL Server. More elaborated complexity based on the Maintainability metric and SW/OOP/Coupling metrics will be computed by TFT.

- **Task**: This is the migration task suggested by TFT (following a rule based approach) to migrate the corresponding component.

- **Task Type**: Each task is been characterized by its type. Task taxonomy (including Installation and configuration tasks, Data sources related tasks, Code refactoring tasks, Connection/Configuration tasks) has been defined in the context of the TFT where the knowledge representation of expert judgement with respect to the complexity of the task is embedded.

- **Task Complexity**: The task complexity is obtained by the TFT based on the selected task complexity level and expert heuristics and/or historical data.

- **Task Effort**: This is the required effort to complete the task. The effort is computed based on the component complexity, task complexity and expert heuristics and/or historical data.

6.2.3. BFT results. In the business feasibility analysis the following business scenarios were identified:

- **PetStore In-house**: This scenario represents the Business Model as-is for SME Software Co. at the time of the assessment. PetStores buy licenses from SME Software Co. PetStores rely on external organizations for maintenance of hardware and software and provisioning of resources (e.g. hardware, energy). Customers buy pets from PetStores using the PetStore Software.

- **PetStore on IaaS**: This scenario presents the Business Model assuming that the PetStores rely on IaaS Providers to operate the PetStore service: PetStores purchase SW License from SME Software Co.
<table>
<thead>
<tr>
<th>Component</th>
<th>Task</th>
<th>Type</th>
<th>Compl.</th>
<th>Effort</th>
</tr>
</thead>
<tbody>
<tr>
<td>J2EE Server</td>
<td>Installation &amp; Configuration</td>
<td>Installation and Configuration</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Non-SQL Server</td>
<td>Non-SQL persistence framework installation and configuration</td>
<td>Installation and Configuration</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>PetStore Web App</td>
<td>PetStore Persistence Layer re-coding based for Non-SQL persistence framework</td>
<td>Code Refactoring</td>
<td>5.0</td>
<td>40.0</td>
</tr>
<tr>
<td>PetStore Web App</td>
<td>PetStore data schema refactoring for Non-SQL persistence framework</td>
<td>Data Source</td>
<td>5.0</td>
<td>8.0</td>
</tr>
<tr>
<td>Non-SQL Server</td>
<td>PetStore data dump into Non-SQL persistence framework</td>
<td>Data Source</td>
<td>1.5</td>
<td>1.0</td>
</tr>
<tr>
<td>JDBC Resource</td>
<td>PetStore JDBC Resource reconfiguration</td>
<td>Connection-Configuration</td>
<td>1.0</td>
<td>0.1</td>
</tr>
<tr>
<td>Connection Pool</td>
<td>PetStore connection pool reconfiguration</td>
<td>Connection-Configuration</td>
<td>1.0</td>
<td>0.1</td>
</tr>
</tbody>
</table>

| Total              | 53.2                                                                 |

In this scenario, the SW is licensed at a lower price. The PetStores rely on IaaS Providers to operate the PetStore service. In turn IaaS purchase resources (e.g. hardware, energy) from external resource providers. Customer buys pets from PetStores using the PetStore Software. PetStores pay royalties to SME Software Co. for each transaction completed by means of the PetStore services.

- **PetStore on PaaS without subscription fee**: SME Software integrates the PetStore software relying on the platform of a PaaS Provider. SME Software pays the PaaS provider to operate the PetStore service. The IaaS buy resources (e.g. hardware, power) from external resource providers. Customer buys pets from PetStores using the PetStore Software. PetStores pay royalties to SME Software Co. for each transaction completed by means of the PetStore services.

- **PetStore as Cloud Provider**: PetStore pays a subscription to the PetStore service operated directly by SME Software Co. using in-house infrastructure. SME Software Co. pays for both the maintenance the infrastructure and resources acquisition. PetStore pay royalties to SME Software Co. for each transaction completed by means of the PetStore services.

### 6.3. Methodology Customization and Instantiation for Proof of Concept

The MPT is developed with a set of rules for the customization of the methodology based of the parameters of each migration scenario. In the proof of concept, we present the following example rules which were applied to the pre-migration analysis results of the PetStore application. These example rules are based on the technical and business migration goals defined by the user and extracted from MAT.

**Example Rule #1 (technical level)**: This rule examines a) the parameter `databaserq` which refers to the database requirements (requirements elicited by the application owner for the database) and b) the
parameter *targetplat* which refers to the (cloud) target platform selected by the application owner (where the application will be deployed). This rule is triggered with the value *high* 
escalability for *databasesreq* parameter (high scalability of database is required) and with the value *AEC2* for *targetplat* parameter (Amazon EC2 Infrastructure).

**Listing 1**

*Example Rule for Customization on Technical Level*

| If (databasesreq == high
descalability AND targetplat == AEC2) |
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1. EMREQ task has to be personalized as follows:</td>
</tr>
<tr>
<td>a. Annotate PIM with AWS requirements;</td>
</tr>
<tr>
<td>b. Annotate the backend component with the requirement stereotype &quot;highly scalable database&quot;;</td>
</tr>
<tr>
<td>2. OPTAPPFEA task has to be personalized as follows:</td>
</tr>
<tr>
<td>a. Data schema refactoring and optimization to target NoSQL persistence frameworks;</td>
</tr>
<tr>
<td>b. Data dump transformation to fit the data into the target NoSQL persistence frameworks;</td>
</tr>
<tr>
<td>c. Persistence layer adaptation based on the selected target NoSQL persistence frameworks;</td>
</tr>
<tr>
<td>end If</td>
</tr>
</tbody>
</table>

**Example Rule #2 (business level):** This rule examines the parameter *bil_rule* which refers to the billing rule that the application owner intends to apply once the application is migrated. This rule is triggered with the value *use* for this parameter that implies direct use of the application.

**Listing 2**

*Example Rule for Customization on Business Level*

<table>
<thead>
<tr>
<th>If (bil_rule == use)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. REV task has to be personalized as follows:</td>
</tr>
<tr>
<td>a. Service price definition based on use;</td>
</tr>
<tr>
<td>b. Monitoring and billing component to be incorporated:</td>
</tr>
<tr>
<td>Link to EMREQ and OPTAPPFEA technical tasks;</td>
</tr>
<tr>
<td>2. EMREQ task has to be personalized as follows:</td>
</tr>
<tr>
<td>a. Annotate PSM with monitoring and billing component;</td>
</tr>
<tr>
<td>3. OPTAPPFEA task has to be personalized as follows:</td>
</tr>
<tr>
<td>a. Create the monitoring component at PSM level;</td>
</tr>
<tr>
<td>end If</td>
</tr>
</tbody>
</table>

Based on the pre-migration analysis and the rules, the methodology is customized so as to define the exact steps that should be followed to accomplish the EMREQ (Express Migration Requirements) task for the specific migration project. Figures 6.1 and 6.2, show the output of two different customizations that affect the way the migration requirements are expressed, covered by the EMREQ task.

Figure 6.1 shows the default view of the page that connects to the EMREQ task. This version appears when the user has not customized the methodology following the process described earlier, or when the reports used for the customization do not trigger a rule that affects the specific task. On the other hand, Figure 6.2 shows a customized version of the same web page in which a rule triggered the addition of extra steps that inform the user that the platform independent model and the backend component should be annotated with specific requirements. In a similar way, all methodology tasks can be customized to the requirements of the particular project so as to ease the navigation through the various tasks and activities simplifying considerably the migration workflow.

**7. Conclusions.** In this paper we presented a novel software migration approach, which is capable to empower the technical and business capabilities of legacy applications by its modernization and migration to modern cloud environments. The ARTIST Migration Methodology and Framework, as an "all-in-one" solution allows the legacy applications to exploit the offerings of the cloud providers, enrich their unique characteristics and benefit from offering them as services in a potentially global market.
The added value of the proposed methodology can be summarized as follows: 1) it includes a feasibility analysis before any investment is actually made, 2) it is focused on cloud-compliant architectural issues at both application and infrastructure levels, 3) it includes business model issues that are strongly linked to the technical decisions that are made, 4) it takes into account the impact of the business model shift on the organization processes, 5) it fosters re-usability and automation, 6) it globally prepares the software for its evolution.

The methodology, covering both the technical and business aspects of the migration process, is tailored to the needs of the specific application and guides the owners and developers in every step so as to take full advantage of their software in an effective and productive manner. In addition, a complete set of tools is supporting each methodology task realizing modern analysis and model-driven engineering approaches, allowing when possible the reuse of artefacts. The core of this rich software suite is the Methodology Process Tool which is in charge of the customization and instantiation of the generic methodology based on the pre-migration analysis results of each migration project and the customization rules. The Methodology Process Tool is currently available in two implementations so as to integrate smoothly to the development workflow and preferences of both the JAVA and .NET development communities while further extensions are foreseen to further improve its capabilities and effectiveness.
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ADAPTIVE TIME-BASED COORDINATED CHECKPOINTING FOR CLOUD COMPUTING WORKFLOWS

BAKHTA MEROUFEL¹ AND GHALEM BELALEM²

Abstract. Cloud computing is a new benchmark towards enterprise application development that can facilitate the execution of workflows in business process management system. The workflow technology can manage the business processes efficiently satisfying the requirements of modern enterprises. Besides the scheduling, the fault tolerance is a very important issue in the workflow management. In this paper, we analyse and compare between some existing checkpointing strategies, then we propose a lightweight checkpointing adequate to the cloud computing and the workflows characteristics. The proposed strategy is an Adaptive Time based Coordinated Checkpointing ATCCp, it ensures a strong consistency without any synchronization. ATCCp uses the concept of soft checkpointing to minimize the storage time and it uses the VIOLIN topology to improve the checkpointing performances. According to the experimental results, our approach decreases the overhead and the SLA violations.

Key words: Cloud computing, Workflow, Fault tolerance, Virtual machines, Checkpointing, Coordination, VIOLIN, Consistency state, Stable memory, Overhead.
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1. Introduction. The cloud provisions pools of computing resources as services via the internet using a pay-as-you-go price model that eliminates initial costly capital investments in hardware and infrastructure. Research and academic communities can leverage the benefit of the cloud price model for their computation-intensive applications that traditionally run in HPC environments [34], [35], [36], [37] such as Amazon Web Services’ HPC offering [38] or science cloud initiatives [39].

The HPC cloud market paradigm are usually smaller scale HPC users, such as small companies and research groups who have limited access to supercomputer resources and varying demand over time. The perspective of cloud providers is expanding their offerings to cover the aggregate of these HPC. The user jobs (HPC or not) are presented as a workflows to facilitate the resources and the tasks management.

The workflow is a set of atomic tasks, interconnected in a directed acyclic graph through control flow and data flow dependencies. Moving workflows to a cloud computing environment enables the utilization of various cloud services to facilitate workflow execution. Besides the workflow scheduling, the failures are an important issue to deal with during the management of workflow execution.

To ensure the cloud reliability, the system must contain a fault tolerance module to allow the cloud to continue providing the services despite the occurrence of faults. Several fault tolerance techniques are proposed such as:

- Checkpointing/Restart: when a task fails, it is allowed to be restarted from the recently checked pointed state rather than from the beginning [23], [12].
- Replication: it is a process of maintaining different copies of a data item or object. Various task replicas are run on different resources, and the execution is successful if at least one replicated task is not crashed [7], [14], [40]. Replication is a resource demanding.
- Resubmission: whenever a failed task is detected, it is resubmitted either to the same or to a different resource [16].

Replication suffers from large resource consumption and resubmission can significantly delay the overall completion time in case of multiple repeating failures. In this paper we use the fault tolerance based on checkpointing. In a distributed system, since the nodes in the system do not share memory, a global state of the system is defined as a set of local states, one from each node. In this case, transit and orphan messages need to be handled; otherwise they can lead to inconsistent checkpoints [12].

¹Dept. of Computer Science, Faculty of Exact and Applied Sciences, University of Oran - Es Senia, Oran, Algeria (bakhtasba@gmail.com).
²Dept. of Computer Science, Faculty of Exact and Applied Sciences, University of Oran - Es Senia, Oran, Algeria (ghalemdz@gmail.com).
Orphan messages are messages whose "receive events" are part of the destination process checkpoint but the corresponding "send events" are lost. In case of a recovery, the destination process would receive those messages twice, which could result in unpredictable application behavior. On the other hand, transit messages occur when the "send events" are part of the sender-side checkpoint but the "receiving events" are lost.

Figure 1.1 presents three virtual machines (VMs), the horizontal lines represent execution process of each VM, with time progressing from left to right. An arrow from one VM to another represents a message being sent, with the send event at the base of the arrow and the corresponding receive event at the head of the arrow. Internal events have no arrows associated with them. Given this graphical representation, it is easy to verify the communication among VMs. The black boxes illustrate the checkpointing of each VM. C1 is the recorded global state and it consists of the set of VMs checkpoints.

In the scenario presented in Figure 1.1, the message $m_2$ is a regular message since its send and receive events are not stored in C1 ($m_2$ was sent and received after C1). The $m_1$ is a transit message because it was sent before C1 and received after C1 (the "send event" of $m_1$ is recorded in the global state C1 but the "receive event" is not). In case of a rollback, the VM$_2$ will wait the $m_1$ to be sent from VM$_1$, but VM$_1$ has already sent this message (according to C1). The message $m_3$ is an orphan message because its "receive event" is recorded in C1 but the "send event" in not recorded. In case of rollback, VM$_3$ receives $m_3$ twice (one recorded in C1 and other sent by VM$_2$ after the rollback) which can lead to incorrect and inconsistent computations.

![Fig. 1.1. Communication and checkpointing among three VMs](image)

The checkpointing must create a consistent state. A state without any orphan message is consistent. If a consistent checkpointing do not create any transit messages then the consistency is strong. To satisfy that consistency, literature offers three main solutions:

- Independent checkpointing (Uncoordinated) [4], [5]: the checkpoints at each process are taken independently without any synchronization among the processes. Because of absence of synchronization, there is no guarantee that a set of local checkpoints taken will be a consistent set of checkpoints. It may require cascaded rollbacks that may lead to the initial state due to domino-effect [4]. The independent checkpointing stores all the checkpoint files during the job life.
- Coordinated or synchronous checkpointing [1], [12]: the processes will synchronize to take checkpoints in such a manner that the resulting global state is consistent. The main advantage is that it stores only one permanent checkpoint in the stable memory and it is domino-effect free.
- Communication induced checkpointing: the processes take two kinds of checkpoints, local and forced. Local checkpoints can be taken independently, while forced checkpoints are taken to guarantee the eventual progress of the recovery line. However, the messages are piggybacked and useless checkpoints can be created.

Even if the checkpointing is widely used in cloud computing environment [18], there are very few papers that study or take into consideration the influence of checkpointing technique. The random choice of checkpointing technique adds large overhead and decreases the system performance considerably. After studying a real execution trace of a cloud computing, it is proved that 80% of communications happen inside the server (among VMs) [8].

In this paper we propose an intra-server checkpointing strategy. The inter-server can easily managed by using the communication induced checkpointing at servers level [6]. The proposed checkpointing approach is low-
overhead time-based coordinated checkpointing (ATCCp). ATCCp technique does not need any synchronization and it stores only one checkpointing file in the stable memory which decreases the overhead and the resource consumption. An initiator is selected in ATCCp to manage the resynchronization and to solve the timer problems.

The rest of this paper is structured as follows: Section 2 explains some related works. Section 3 presents the adopted system model and its characteristics. Section 4 analysis in detail the time based coordinated checkpointing strategies proposed in literature. In section 5, a description of ATCCp is given; a comparative study is also presented in the same section. The experimental results are presented in section 6. The conclusion and future works are presented in section 7.

2. Related works. Besides the scheduling, fault tolerance is a very important issue in workflow management. Literature proposes many works in this field. The authors in [7], [14] use the replication to tolerate the failures. This strategy is very effective when the system uses a deadline for the running application. However, the replication is resource demanding and it can add complexity to the system. The resubmission is also another strategy to ensure the correct execution of the workflow. The authors in [16] balance between the resubmission and the replication to minimize the disadvantages of each strategy. Even with this combination, fault tolerance decreases always the system performance and increases the SLA (service level agreement) violation [1].

The previous strategies (replication and resubmission) are used only for fault tolerance. Checkpointing is a fault tolerance technique but it can be used to ensure or improve other services. In [1], [15], [13] the authors use the checkpointing to ensure a fault tolerant scientific workflows. In this case, the system records periodically its state by checkpointing all the running tasks. The proposed approach in [1] uses two phase blocking coordinated checkpointing which considerably increases the system overhead. The authors in papers [15], [28] use independent checkpointing which causes the domino effect. Independent checkpointing is used also in [4], [5] to improve the migration and ensure the load balancing in cloud servers.

The fault tolerance service proposed in [28] and [29] chooses between replication and checkpointing to tolerate the workflow depending on several criteria such as the cost and the overhead. In [27], a comparison is done between the replication only and the combination between replication and checkpointing. The experimental results prove that the checkpointing improves the replication performance.

It is clear that the checkpointing is a very popular technique and it can be used to ensure many services at the same time. However, random choice of checkpointing technique can increase the system overhead and the SLA violation. According to Section 1, coordinated checkpointing ensures the consistency without the scalability and it is the contrary in case of uncoordinated checkpointing.

Time based coordinated checkpointing is a combination between both strategies (coordinated/ uncoordinated) and it ensures both scalability and consistency with the minimum overhead. Many papers studied and used this type of checkpointing. The majority of the proposed time based checkpointing suffer from many problems and imperfections. Before presenting and analyzing this type of checkpointing, we present in the next section the system model.

3. System model. The cloud computing is a set of datacenters geographically distributed. Each datacenter contains multiple physical machines (servers/Hosts). The hypervisor [9] in each server provides a virtualized hardware environment to support running multiple operating systems concurrently in different virtual machines (VMs) using one physical server (See Figure 3.1). The VM can accept a special user request to execute an application. All the virtual machines can concurrently serve, with different operating systems and software configuration environments according to the need of the user. The kernel level in the VM contains the communication and the task management modules.

We have extended this architecture by implementing a checkpointing module (CP module) inside each VM. We assume also that each datacenter contains a stable storage memory where checkpoint files will be stored. All the servers are connected to the stable memory of their datacenter. The broker is the customer representative in the cloud environment. It allocates resources for applications/services on multiple VMs in order to fulfill requests of the client, it negotiates also with the resource provider (the cloud computing) to obtain the most cost-effective resources. The contract between the broker and the resource provider is represented by the service level agreement (SLA). The client, the broker and the cloud datacenters are connected by a network.
The application models in cloud computing can vary from multi-tier web applications such as e-commerce to scientific applications (parallel and data-driven applications and workflows) [15]. Typically such applications consist of several tasks, which communicate with each other. A task consists of some computation and communication phases. Communications among tasks create dependencies [15], [19]. The workflow is used to indicate the temporal relationship among tasks and to present their dependencies. In order to show how the workflow is presented in the system, we used an oriented graph as shown in Figure 3.2.

![Figure 3.2: Workflow example with eight tasks](image)

The oriented graph consists of eight tasks from $T_1$ to $T_8$, and two dummy tasks: $t_{\text{input}}$ and $t_{\text{output}}$. The number above each arc (directed edges) shows the estimated dependency factor between the corresponding tasks. In other words, if task $T_1$ sends five messages to task $T_4$ then the $\text{ArcWeight} = 5$. The average communication rate $\mu$ is calculated by the formula 3.1.

$$\mu = \frac{\sum_{i=0}^{r} \text{ArcWeight}_i}{r}$$  \hspace{1cm} (3.1)

where $r$ is the number of arcs in the workflow. The number of tasks executed in parallel depends on the number of available VMs.

Since the tasks are dependent to each other by their communications, transit and orphan messages can exist during the creation of checkpoints which makes the independent checkpointing inadequate to ensure a consistent state. However, coordinated checkpointing is very expensive in term of overhead and energy consumption. To resolve this problem, we used an adaptive time based coordinated checkpointing $\text{ATCCp}$. 

![Figure 3.1: System model](image)
The work in [6] is similar to our proposition but it assumes that VMs clocks are perfectly synchronized, which may not be true in real system. The work in [6] ensures only a simple consistency without taking into consideration the transit messages. Our ATCCp deals with both transit and orphan messages to ensure a strong consistency with the minimum overhead and without any need for clock synchronization.

4. Time based coordinated checkpointing. Time based coordinated checkpointing is a combination between coordinated and uncoordinated checkpointing, it is proposed to avoid the problems of each checkpointing strategy. To facilitate the understanding of our work, we present in Table 4.1 the principal symbols cited and used in the rest of this paper.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Signification</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$</td>
<td>Timer drift</td>
</tr>
<tr>
<td>$T$</td>
<td>Initial timer value</td>
</tr>
<tr>
<td>$MD$</td>
<td>Maximum deviation</td>
</tr>
<tr>
<td>$D$</td>
<td>Initial deviation of checkpointing interval</td>
</tr>
<tr>
<td>$ED_C$</td>
<td>Effective deviation for the consistency</td>
</tr>
<tr>
<td>$ED_R$</td>
<td>Effective deviation for the recoverability</td>
</tr>
<tr>
<td>$csn$</td>
<td>Checkpoint sequence number</td>
</tr>
<tr>
<td>$t_{max}$</td>
<td>Maximum delivery time of a message</td>
</tr>
<tr>
<td>$t_{min}$</td>
<td>Minimum delivery time of a message</td>
</tr>
<tr>
<td>$FS_i$</td>
<td>Vector of sending flags of VM$_i$</td>
</tr>
<tr>
<td>$T_C$</td>
<td>Checkpointing interval</td>
</tr>
</tbody>
</table>

Time based coordinated checkpointing is based on the idea that if the VMs create their checkpoints at the same time (without any deviation), orphan messages will not exist [17], [18], [23]. However, the clock synchronization among all the VMs is impossible in real systems. To overcome this problem, time based coordinated checkpointing uses a timer instead of real clock and it assumes that the VMs have loosely synchronized clocks. It assumes also that all the VMs timers are approximately synchronized with a deviation from real time of some value $\rho$, which presents the clock drift.

If a timer is started on each of two VMs at the same time, and each VM has clock drift rate equal to $\rho$, the timers will expire at $2\rho T$ seconds apart, where $T$ was the initial timer value and $10^{-8} < \rho < 10^{-5}$. Assuming this, the clocks will exhibit a maximum drift of $2nT$ after $N$ checkpoint intervals [19]. Time based coordinated checkpointing ensures a strong consistency if it satisfies two conditions: consistency condition and recoverability condition.

4.1. Consistency condition. The consistency condition ensures that the system will not create any orphan message during the checkpointing process. So the checkpointing must ensure that if the "sent event" of a message $m$ is not recorded in the checkpoint file of the source, the "receive event" will not be recorded also in the checkpoint file of the destination [12]. To deal with orphan messages and satisfy the consistency condition, many solutions are proposed and implemented in the literature.

In [6], [17], [25], the authors assume that the timers (real or logical) are perfectly synchronized. In this case, all the VMs will create their checkpoints at the same time. In Case 1 of Figure 4.1, VM$_0$ and VM$_1$ create their checkpoint $C_{0,0}$ and $C_{1,0}$ at the same time (in $C_{i,j}$: the $i$ is the VM identifier and $j$ is the checkpoint $csn$). If VM$_0$ sends a message $m$ to VM$_1$ after the checkpointing, it is sure that the message will be received after the checkpoint of VM$_1$, so $m$ will never be an orphan message. However, the perfect timer synchronization among VMs is not possible in real systems.

To avoid the synchronization condition, the papers [18], [19], [24] take into account the timer deviation $\rho$. In this case, orphan message can be created. The second case of Figure 4.1 illustrates a possible situation where VM$_0$ creates its checkpoint $C_{0,1}$ at time $t_1$ and then sends a message $mI$ to VM$_1$. After receiving $mI$, VM$_1$ creates the checkpoint $C_{1,1}$. So $mI$ will be an orphan message and the consistency is not assured. If VM$_0$ did not send $mI$ during the timer deviation (until VM$_1$ creates its $C_{1,1}$), the consistency will be assured.

Based on this observation, the papers [18], [19], [24] propose to block the message sent during a certain period after the checkpointing. Using time based checkpointing assumptions, it is possible to specify approximately.
the time interval after the checkpointing where potential orphan messages can be created. If $\rho \neq 0$ then the Maximum Deviation can be calculated by Formula 4.1:

$$MD = D + 2\rho nT$$

(4.1)

where $D$ is the initial deviation of checkpointing intervals. A message sent during $MD$ after the checkpointing can cause an inconsistency. The $MD$ period can be minimized by taking into account the transmission time of the message, so the effective deviation of consistency $ED_c$ will be (See Formula 4.2):

$$ED_c = MD - t_{min}$$

(4.2)

where $t_{min}$ is the minimum delivery time of a message inside the server. If $MD = 0$ then the timers are fully synchronized (case 1 of Figure 4.1). Preventing a VM to send messages during $ED_c$ period (by buffering this message until the end of $ED_c$) can resolve the problem. However, blocking the communication increases the response time and the SLA violation.

Both the timer synchronization and the blocked communication decrease the system performances. To ensure the consistency, another solution proposes the use of piggybacked messages [20], [21], [22], [23]. In this case, each message will piggyback some extra data and the receiver will decide to create or not the checkpoint according to this data. One of the piggybacked data is the checkpoint sequence number ($csn$) of the local VM. The $csn$ is an integer number that will be incremented each time the VM creates its checkpoint file. In case of time based coordinated checkpoints, the $csn$ in all VMs of the server must be the same since all these VMs create their checkpoints using the same checkpointing interval $T_C$.

So, if a VM receives a message where the piggybacked $csn$ of the message is greater than the local $csn$, the receiver VM knows that the sender has already created its checkpoint before sending the message. In this case and to avoid the creation of orphan message, the VM receiver must create its checkpoint before dealing with the received message (it buffers the message, creates the checkpoint and then computes this message).

In case 2 of Figure 4.1, the message $m1$ will piggyback the $csn = 1$, when VM1 receives this message, it compares the local $csn = 0$ with the $csn$ of the message, since the local $csn$ is less than the sent $csn$, VM1 will know that VM0 has created its checkpoint before sending $m1$, so VM1 will be forced to create the checkpoint $C_{1,1}$ before dealing with $m1$. This strategy increases the delivery time of messages.

4.2. Recoverability condition. The recoverability condition ensures that the system will not create any transit message during the checkpointing process. The checkpointing must ensure that if the ”receive event” of a message $m$ is recorded in the checkpoint file of the destination, the ”send event” will also be recorded in the checkpoint file of the source [12].

Using an illustrating example in Figure 4.2, transit messages can exist even if the VMs create their checkpoints at the same time. In case 1 of Figure 4.2, both VM0 and VM1 created their checkpoints at the same time, VM0 has sent $m0$ before the checkpointing but VM1 has received $m0$ after its checkpoint which makes $m0$ transit.
The clock deviation also does not always cause a transit message. In case 2 of Figure 4.2, the message $m_1$ is not transit since its send and receive events are not recorded in the global state. So the existence of transit message is related more to the transfer time of the message (time from sending a message to receiving it) compared to the checkpointing interval. The case 3 of Figure 4.2 presents the same situation of case 2. However in case 3, the transfer delay of $m_2$ was greater than the transfer delay of $m_1$ in case 2, so $m_2$ is received after the checkpointing of VM$_1$ but sent before the checkpointing of VM$_0$ which makes it transit message.

To deal with the problem of transit messages, the paper [24] proposes to block the communication a certain period just before the checkpointing time. The transit message is a message sent before the checkpointing of a VM$_i$ and received after the checkpointing of VM$_j$. So if we prevent VM$_i$ to send any message that can be received after the checkpointing of VM$_j$, the problem will be resolved.

Using time based checkpointing assumptions and adopting the same reasoning of blocked communication used to resolve the problem of case 2 in Figure 4.1, we can estimate the time interval that can create potential transit messages. This interval named effective deviation of recoverability $ED_R$ is calculated by Formula 4.3:

$$ED_R = MD + t_{max}$$

where $t_{max}$ is the maximum delivery time of a message in the server. However, blocking the communication always adds an extra overhead to the system.

To avoid blocking communications, the papers [18], [20], [23] use the send-messages logging. In this strategy, the VM logs all the messages sent. In case of rollback of the receiver, it can ask the sender to re-send these messages. But how many messages must be logged and until when. The only period that can create potential transit message is $ED_R$ before the checkpointing time [20], [24], [25]. So logging the message sent during this period can resolve the transit message problem. We summarized all the used techniques that ensure the consistency and the recoverability conditions in Figure 4.3.

5. The contribution. In the previous section, we cited and explained the existing time-based coordinated checkpointing works. The majority of these works deal with the consistency by blocking the communications or piggybacking the messages. There are also some works that do not consider important parameters such as: timer drift, checkpointing overhead, message transfer time. Some works ensure only a simple consistency. So each strategy suffers from some imperfections and does not deal with some problems. And here comes our contribution as a solution of these imperfections and problems.

5.1. Adaptive Time based Coordinated Checkpointing (ATCCP). The proposed contribution in this paper is an adaptive time based non-blocking coordinated checkpointing (ATCCP). ATCCP ensures a strong consistency without overheating the system and without synchronizing the timers or blocking the communications. ATCCP has three phases: Initiator selection, Checkpointing and Resynchronization.

5.1.1. Initiator selection Phase. In this phase, each server (host) selects an initiator of checkpointing. The initiator is the most powerful and less busy VM in the server. In ATCCP, the role of the initiator is the general resynchronization and the checkpointing control.
5.1.2. Checkpointing Phase. Periodically, each VM creates its checkpoint independently without any control message exchange. \textit{ATCCp} ensures a strong consistency by dealing with both consistency and recoverability conditions. Since \textit{ATCCp} is not blocking or synchronizing checkpointing, recording and piggybacking messages are the only solutions to ensure a strong consistency. Contrary to the previous cited works, our approach ensures the desired consistency with the minimum overhead by reducing the number of recorded and piggybacked messages.

In \textit{ATCCp}, the messages sent during $ED_C$ after the checkpointing are potential orphan messages. To avoid blocking the communication during $ED_C$ (such as the strategies in [18], [19], [24]), when a VM sends a message during $ED_C$ to another VM (in this case the “send event” is not recorded), the VM receiver buffers the message and creates its checkpoint file, then it computes the message. In this case, the ”receive event” will be also unrecorded in the checkpoint file of the receiver. However, not all the messages sent during $ED_C$ will force the receivers to create their checkpoints. The VM destination is forced to create the checkpoint if the $csn$ of the message (actually it is the $csn$ of the source VM) is greater than the local $csn$ of VM destination.

Besides the $csn$, the piggybacked message will also contain the ”time to next checkpoint TNC” representing the rest of the time before the next checkpoint of the source. The goal of this information is the resynchronization. To reduce the number of piggybacked message in \textit{ATCCp}, a VM \textit{i} piggybacks only its first application message sent during $ED_C$ (after it has create its checkpoint) to a VM \textit{j}.

Each VM \textit{i} uses a Boolean vector $FS_i$ of $N$ size, where $N$ is the number of VMs in the server. The $FS_i$ is used to identify the first message sent to a VM destination, when VM \textit{i} sends a message to VM \textit{j} then $FS_i[j] = 1$. After each checkpointing the vector is initialized ($FS_i[j] = 0 / i \neq j$). The second computation message sent to the same destination can not force the checkpointing creation because the source and the destination have the same $csn$.

In \textit{ATCCp}, the potential transit messages in VM \textit{i} are those sent during the period $ED_R$. So only the messages sent during this period will be stored in the checkpoint file and VM \textit{i} continues its execution without blocking its communications. In case of rollback, the transit message will be detected and the source will send it again to the destination. However in paper [20], the author has proved that if we use the same checkpointing interval (even with deviations) and if $T_c + MD > t_{\text{max}}$ (the maximum difference between the sender $csn$ and
receiver csn is 1) then it is sufficient to store only the messages sent during the last checkpointing interval.

5.1.3. Resynchronization Phase. In time based checkpointing approaches, the clock deviation increases with $2^m T$ after $n$ checkpoint intervals [18], [19]. The goal of the resynchronization phase is to reinitialize the value of $\rho$. If $\rho = 0$ then the Maximum deviation will be: $MD = D + 2^m T = D$ where $D$ is the initial deviation of checkpointing intervals. The synchronization can be executed by the initiator or the ordinary VM.

- The initiator can start the resynchronization when the deviation MD exceeds a certain threshold or the size of logged messages exceeds the buffer size of VMs. In this case, the initiator sends special messages to VMs to synchronize their timers.
- An ordinary VM can use its piggybacked message to minimize the deviation between the local timer and the destination timer. So when the VM receives the piggybacked message, it uses the csn to decide to create or not the checkpoints and it uses the synchronization data (time to next checkpoint TNC and the message transfer delay) to minimize the clock deviation.

The combination between the initiator and the VM resynchronization decreases considerably the overhead. The initiator synchronization overheads the server by control messages but it decreases the resource consumption, i.e. the number of possible orphan and transit messages will be reduced since the $ED_R$ and $ED_C$ are reduced. The VM synchronization adds more data on the piggybacked messages but it decreases the initiator resynchronization rate.

However, if the timer of the sender is faulty, the erroneous timer information will be spread to the receiver. Besides, since the transmission delay between the sender and the receiver is variable, the timer information from the sender may not reflect the correct situation when the message finally arrives at the receiver. To achieve more accurate timer synchronization, we can utilize the timers in the initiator as an absolute reference. The Figure 5.1 illustrates a part of ATCCp process (only the consistency condition and the resynchronization of an ordinary VM) in two communicating VMs (VM$_i$ and VM$_j$). The green arrow presents a communication message sent from VM$_i$ to VM$_j$.

Fig. 5.1. ATCCp process in two VMs

Besides the checkpointing technique, it is proven that 70% of checkpointing overhead is caused by the storage phase (called the checkpointing latency), i.e. the time needed by the VM to store its checkpoint file in the stable memory. During the storage phase, the VM suspends its running task to execute the storage which means that the task will be delayed and therefore the whole workflow will be delayed also.

To minimize the storage time, we used soft checkpointing. When the VM creates its checkpoint file, it sends it to the initiator (the file) and continues immediately the running task. When the initiator receives all the checkpoints files, it sends these files to the stable memory. The initiator can use I/O strategies such as data sieving and collective I/O [26] to improve the storage time.
Since ATCCp is a server checkpointing technique, we used an enhanced version of VIOLIN topology [2]. The VIOLIN (virtual networked environment) consists of multiple VMs connected by a virtual network. VMs of the same server are connected by VIOLIN switches running in each server. In the classical VIOLIN proposed in [2], the checkpoints are taken by VIOLIN switches from outside VMs using the strategy proposed in [3]. Although communications pass through the VIOLIN switch, each VM is responsible to manage its sent/received messages. VIOLIN topology is destined for the fault tolerance, but it is very sensitive to the VIOLIN switch failure. If a virtual switch in VIOLIN fails (in case of in-transient failures), the checkpointing will be impossible and the cloud will lose its reliability.

To address this problem in VIOLIN topology we combined between the host topology of Figure 3.1 and the classical VIOLIN by implementing a checkpointing module in each VM. One VM will be selected as VIOLIN switch and in case of failure; another VM can replace it immediately. ATCCp does not need any extra-control messages or extra-resource, so its implementation will not need major modifications.

To facilitate the checkpointing process, we suppose that the VIOLIN switch is always the checkpointing initiator because it has a global view about the existing VMs in the host (server). In case of any need of control (for example: specifying the maximum deviation time or starting the resynchronization), the VIOLIN switch can forward the control messages without losing time in collecting data about the actual situation. Besides that, the VIOLIN switch uses the server clock to solve the timer problem.

5.2. Analysis and comparative study. To analyze our contribution, we used the example of Figure 5.2.

Figure 5.2 illustrates all the time intervals used in time based coordinated checkpointing (see Table 4.1). It presents also an example of the checkpointing process in two VMs.

- Each VM estimates its \( ED_R \) and \( ED_C \).
- VM\(_0\) and VM\(_1\) create their checkpoint files (\( T1\) and \( T2 \) respectively) independently.
- Each VM stores the messages sent during its \( ED_R \) in the checkpointing file. Those messages are probably transits. In case of rollback, the transit message will be sent again to its destination. In Figure 5.2, the message \( m1 \) is transit and it will be stored in the checkpoint file of VM\(_1\). In case of failure and rollback, the VM\(_0\) requests VM\(_1\) to resend \( m1 \), and \( m1 \) is already stored in the checkpointing file of VM\(_1\).
- The messages sent during \( ED_C \) of the source can be an orphan message, so if the message is sent for the first time to a destination, that message will be piggybacked by some data (specially the \( csn \)) and it will force the destination to create its checkpoint before the checkpointing (only if \( csn \) of the source is greater than the \( csn \) of the destination). In this case, the message will be regular and the \( csn \) of the source and the destination will be the same. In Figure 5.2, the VM\(_0\) sent \( m2 \) to the VM\(_1\) during its \( ED_C \) and since this message is the first message sent to VM\(_1\) after the last checkpoint \( T1 \), it will be piggybacked by some data. At the reception of \( m2 \) (\( Source_{csn} = 2 > Destination_{csn} = 1 \)), the VM\(_1\) creates its checkpoint \( T2 \) before treating this message (not illustrated in the Figure 5.2) and it will also resynchronize its timer. If VM\(_0\) sends a second message to VM\(_1\) during \( ED_C \), the message will not be piggybacked with extra-data and it will not force the destination to create its checkpoint file since \( csn \) of VM\(_0\) and \( csn \) of VM\(_1\) are equal.
Our approach solves many problems of time based coordinated checkpoints proposed in literature and it does not omit the majority of parameters. Table 5.1 presents a comparison between our ATCCp and the other time based coordinated checkpointing cited in this paper.

### Table 5.1
**Comparison between time based checkpointing**

<table>
<thead>
<tr>
<th>Paper</th>
<th>ρ</th>
<th>Transfer time</th>
<th>Timer prob</th>
<th>Blocking</th>
<th>Sys type</th>
<th>CP type</th>
<th>Synch</th>
<th>Recov</th>
<th>Piggyback</th>
</tr>
</thead>
<tbody>
<tr>
<td>[17]</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Dist</td>
<td>H</td>
<td>SM</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>[18]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Dist</td>
<td>H</td>
<td>SM</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>[19]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Dist</td>
<td>H</td>
<td>SM</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>[20]</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Mob</td>
<td>S/H</td>
<td>SM</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>[21]</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Mob</td>
<td>S/H</td>
<td>CM</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>[22]</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Mob</td>
<td>H</td>
<td>CM</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>[23]</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Mob</td>
<td>S/H</td>
<td>CM</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>[24]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Mob</td>
<td>H</td>
<td>CPM</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>[25]</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Dist</td>
<td>H</td>
<td>SM</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>[26]</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Cloud</td>
<td>H</td>
<td>CM</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>ATCCp</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Cloud</td>
<td>S/H</td>
<td>CM/SM</td>
<td>No</td>
<td>Not always</td>
</tr>
</tbody>
</table>

The comparison criteria are: considering the timer drift (ρ), considering the transfer time of messages (Transfer time), dealing with timer problems (Timer prob), if the system freezes communications or not (Blocking), the system type where the checkpointing strategy was implemented for (Sys type: Mob (Mobile), Dist(Distributed) or Cloud), the resynchronization tools (Synch represents the type of message where the synchronization is piggybacked: SM (Special messages), CM (Computing messages) or CPM (Checkpointing messages)), ensuring the recoverability condition (Recov), using the piggybacked messages (Piggyback). And finally the type of checkpoint files: Hard (H) or Soft (S). In hard checkpointing, the VM stores its state in the stable memory directly. In the soft type, the VM stores its checkpoint in the local memory or sends it to a storage manager and continues its execution immediately. The S/H means that the checkpointing uses both soft and hard checkpoint files.

### 6. Performance evaluation
In this section, we evaluate the performances of our checkpointing scheme using CloudSim simulator [11]. The CloudSim is currently the most sophisticated discrete event simulator for Clouds; it is an open source, scalable and low simulation overhead simulator [11]. It is used in many papers to simulate the scientific workflows [31], [32], [33]. The experimentations in [32] prove that CloudSim has the best accuracy in workflows performances. The accuracy is defined as the ratio between the predicted performances using a specified metric and the real performances.

We did not compare our ATCCp with the other time based coordinated checkpoints because the ATCCp is a solution of classical time based checkpointing problems, which makes it clearly better than those strategies. However, we studied the ATCCp behavior compared to coordinated checkpointing CCp used in [1], [16], [35] and independent checkpointing ICp used in [15], [28], [36]. The goal is proving that our approach ensures a strong consistency with the minimum cost (like the CCp) and with the minimum overhead (like the ICp). Simulation parameters are presented in Table 6.1.

#### 6.1. Makespan vs Number of VMs
In the first experiment, we measured the impact of number of checkpoints on the makespan (scalability) for the three checkpointing strategies ATCCp, ICp and CCp. We used the parameters cited in Table 6.1, except that the cloudlet length is fixed at 1000 MIPS, μ=50, the number of VMs is 40 and the checkpointing interval: $100 < T_C < 600s$. The makespan is measured by Formula 6.1.

$$makespan = \max_{i \in T} ExecTime(T_i)$$  \hspace{1cm} (6.1)  

where $T_i$ is the task $i$ in the running workflow $T$. And $ExecTime$ is the execution time of that task (Task $i$).
### Table 6.1
**Simulation parameters**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of VM per server</td>
<td>10-100</td>
</tr>
<tr>
<td>Server BW</td>
<td>1 Giga bit per second</td>
</tr>
<tr>
<td>Cloudlet number (Tasks)</td>
<td>1500</td>
</tr>
<tr>
<td>Cloudlet length</td>
<td>100-12000 MIPS</td>
</tr>
<tr>
<td>communication rate (\mu)</td>
<td>2-100</td>
</tr>
<tr>
<td>Checkpoint interval (CP_{interval})</td>
<td>100-500 second</td>
</tr>
<tr>
<td>Failure rate (\lambda)</td>
<td>2 to 5 per period</td>
</tr>
</tbody>
</table>

The results are presented in Figure 6.1. Incrementing the checkpointing number increases the makespan in all the strategies (ATCCp, CCp, ICp). ATCCp uses soft checkpointing and it does not need any coordination except in case of resynchronization, which makes its performances similar to the ICp with an average difference of 10%.

In our work, we present the \(SLA_{violation}\) by the overhead caused during the checkpointing [8]. The SLA is a contract between customers and service providers of the level of service to be provided [1]. So the customer can precisely specify the margin for acceptable overhead (20% for example). If the overhead caused by the checkpoint exceeds the margin, then a SLA violation will be detected. In this experiment, \(SLA_{violation}(ATCCp)=13\%\), \(SLA_{violation}(CCp)=27\%\) and \(SLA_{violation}(ICp)=11.78\%\).

![Fig. 6.1. Makespan vs Number of checkpoints](image)

**Fig. 6.1. Makespan vs Number of checkpoints**

6.2. **Cost vs Number of checkpoints.** As the cost is a very important parameter in cloud environment, we used the parameters of the first experiment to analyze the cost of all checkpointing strategies. The total cost is calculated using Formula 4.3:

\[
TotalCost = \sum_{i=1}^{k} Cost(T_i) + \sum_{j=1}^{m} Cost(CP_j)
\]

(6.2)

where \(k\) is the number of tasks in the workflow and \(m\) is the number of checkpoints created during the workflow execution. \(Cost(T_i)\) is the cost of running the task \(T_i\) in the specified resource, it includes the communication cost (running the send/receive events). The cost of the \(j^{th}\) round of checkpointing is \(Cost(CP_j)\) and it includes the coordination cost, the state recording cost and the storage cost.

According to the results illustrated in Figure 6.2, the cost of CCp is less than the cost of CCp and ICp (specially in case of high checkpointing rate). The only checkpointing communication needed in ATCCp is during the resynchronization so the coordination cost will be reduced. Also the use of VMs resynchronization minimizes the timer drift, so the periods \(EDC\) and \(EDR\) will also be reduced. In this case, the piggybacked messages and the number of transit messages stored in checkpoint files will be reduced, which means less storage.
cost and less bandwidth consumption. Also in ATCCp, only one checkpointing state is needed to ensure a correct rollback.

In CCp, the server must record all the sent messages to avoid the transit messages (ensuring the recoverability condition) and the initiator must coordinate with the VMs in each checkpointing round, which increases the cost. The cost of ICp was significantly increased when the checkpointing rate increased because this type of checkpointing needs to store all the checkpoint files to ensure the correct rollback (domino effect). So the ICp cost is due to the checkpointing latency (storage).

6.3. Communication rate vs cost. Communication rate $\mu$ represents the dependency degree between tasks of the workflow. This dependency causes a major problem in checkpointing techniques. In this experiment, we measured the cost of the ATCCp and CCp checkpointing in the system with different $\mu$. The ICp is not affected by the communication rate since no coordination is needed.

VIOLIN topology has improved both checkpointing techniques with almost 14.3% since the initiator is VIOLIN switch (it has a global view about the communication among VMs), so no time is needed to select an initiator, or to collect data about communications or VMs states in the server.

6.4. Rollback duration Vs failure rate. In this experiment, we fixed all the parameters cited in Table 6.1, but the failure rate $\lambda$ is varied from 3 to 24 per period. Our goal is to measure the time needed for the
rollback in case of failure. The performances of CCp and ATCCp are approximately the same because both strategies need only the last stored checkpoint file to resume the work. However, ICp has to ensure the correct state among all the stored checkpointing files, which can lead to the domino effect and therefore the rollback duration will increase (See Figure 6.4).

7. Conclusion. When computationally-intensive workflows are executed, fault handling is very important, since the failure of a single component might lead to an abandonment of the entire workflow. This may lead to the loss of the stability and the reliability in the system. Since both the customer and the cloud computing are bound by the SLA contract, the choice of the checkpointing technique is very critical.

In this paper we proposed a fault tolerance service to tolerate failures using checkpointing technique. Our approach is a time-based coordinated checkpointing ATCCp. It ensures a strong consistency with the minimum control messages and without blocking the VMs communications. ATCCp uses the VIOLIN topology and the soft checkpoint to improve the checkpointing performances.

To evaluate our approach, we compared it with the most popular checkpointing techniques: coordinated and uncoordinated checkpointing. The experimental results prove that ATCCp omits the problems of classical approaches. It decreases the overhead, minimizes the SLA violation and ensures a rapid rollback. Our work focuses on intra-server checkpointing. However, ATCCp can be easily extended to support the inter-server checkpointing by using multi-level checkpointing (Communication induced checkpointing at servers level and ATCCp at VMs level). In the future work, we will use a real platform such as eucalyptus [30] to implement the ATCCp.
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REGULATED CONDITION-EVENT MATRICES FOR CLOUD ENVIRONMENTS

RICHARD M. WALLACE1, PATRICK MARTIN2, AND JOSÉ LUIS VÁZQUEZ-POLETTI3

Abstract. Distributed event-based systems (DEBS) are networks of computing devices. These systems have been successfully implemented by commercial vendors. Cloud applications depend on message passing and inter-connectivity methods exchanging data and performing inter-process communication. Both DEBS and Clouds need time-coordinated methods of control not dependent on a single time domain. While DEBS have specific implementation languages for complex events, Cloud systems do not. Clouds and DEBS have not yet presented an explicit separation of temporally based event processing from computations. Using a regulated, isomorphic, temporal architecture (RITA), a specific language and separation of temporal event processing from processing computation is achieved. RITA provides a functional programming style for developers using familiar language constructs for integration with existing processing code without forcing the developer to work in multiple coding paradigms requiring extensive “glue code” allowing coding paradigms to work together. This paper introduces RITA as a guarded condition-event system that has explicit separation of event processing and computation with constructs allowing integration of time-aware events for multiple time domains found in Cloud or existing distributed computing systems.

Key words: Cloud; Distributed networks; Distributed applications; Data Abstraction; Complex Event Processing; Condition-event Matrix, DEBS, Event Model

AMS subject classifications. 68M14, 68M20, 68N19

1. Introduction. RITA is an event processing architecture initially developed as a proprietary product in the telecommunications industry between 1998 and 2000 [29] allowing federated and distributed systems to communicate without undue interruption of intensive computing applications. An open source implementation for RITA is being developed by the authors of this paper. This paper precedes the release of this code base to introduce RITA concepts and facilitate understanding of RITA concepts.

The roots of RITA came from real-time avionics control software [30, 16] and with the current move to have cloud systems handle time critical processing, so RITA is now relevant to cloud systems. These cloud systems have reached a processor interconnect scale requiring carefully controlled intra- and inter-processor communication just as avionics and telecommunications systems require [2]. RITA focuses on the real-time processing and optimal communication needs of intensive computing applications by controlling time-aware and data value sensitive guards to prevent unnecessary interruption thus allowing more CPU time for intensive computing applications. We will show that RITA is a novel service for high performance computing applications that have migrated to cloud environments.

RITA is designed for event based, quantitative, time critical communication for computationally intensive applications which include communication networks, modeling and simulation, financial forecasting and trading systems, computational chemistry, and drug discovery as obvious applications. RITA can also be applied to workflow systems that are instance-intensive. These systems are unlike computationally intensive systems as they have thousand of instances per second of concurrent, often relatively simple, workflow instances.

RITA is a novel minimal set of canonical event transform types that are formally defined. These transform types are used for specification of \textit{a priori} time and data values relevant to event-based data transformations. RITA is a compact event system where its elements are used in combination to build larger event processing systems. Thus, by establishing a condition-event matrix control for a DEBS, it is possible to have data controls written in a functional programming form and express the imperative form as a separate control structure. The C language is used in RITA due to its high degree of familiarity by developers.

During RITA development JMS [5] was just being written and CORBA [18], IBM MQ [12], TIBCO Re-}

dezvous [27], BEA Tuxedo [21] (now owned by Oracle Corp.), and other message oriented middleware products were in their initial stages of use. Over time these and other DEBS have matured and have become general purpose messaging systems with the majority of their messaging development focused on publish and subscribe. The authors would like to thank the ServiceCloud project (MINECO TIN2012-31518).
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semantics. This has been well understood and codified by the Object Management Group over the ensuing years [19]. RITA does not use CORBA semantics, is agnostic to inter-process communication (IPC) and data transport methods, and does not prescribe a specific interface thus allowing it to be compatible with communication products and techniques such as activeMQ, Websphere MQ, shared memory, sockets, OpenMPI, and others.

The structure of the paper starts with an informal description of the event model types in §2 followed by the formal semantics described in §3 which is a foundation for the condition-event matrix described in §4, the explicit time components in §5, an example RITA structure in §6, relevancy to cloud computing in §7, related work in §8, and concluding with future work in §9. The paper defines event originators, the event model, and event processing as per the reference model discussion in [22].

2. Event Model. The RITA event model is based on a set of canonical state transformations that can be combined to create complex event interactions. The three canonical types are “spike,” “set-at,” and “transitional” which are informally defined in the following subsections. Time is shown as $t$ and event state is shown as $\sigma$.

Each type occurs over a $\Delta t$ for the event space time-frame in which it occurs. Time is infinitely divisible, countable, and continuously and monotonically increasing, thus any incremental units of measurement are only sample points of infinitely countable time. This definition provides for any discussion of an event “lifetime.” Any perceived event lifetime is defined by the latency of its occurrence and its subsequent observance. This latency is graphically shown in Figures 2.1, 2.2, and 2.3 showing the canonical types state change using electrical square-wave graphics. The slope shown in these figures is a named state change ($\sigma_n \rightarrow \sigma_{n+1}$) of an event and this illustrates that a state change has an interval of time in which its state is not known while time continues to increment, albeit by an infinitesimal amount, during a state change. Event sequencing requires that there be a sufficient lifetime so that a sequence of events can create a queue. If an event has an insufficient lifetime, or if the next event arrival overwrites the current event, then no queuing can occur. Lifetimes are detailed for each event type in the following subsections.

The remainder of this section builds the logical foundation of event semantics by describing the temporal mechanics of the canonical event types. This is then further detailed in §3 where each type is formally described, cumulatively producing a basis for the RITA notation shown in §6 which is enforced in the runtime environment by following these formally defined event types and temporal specifications. This formalism is the core of the RITA concept. We believe RITA to be an advancement to the current state of the art for distributed, federated cloud applications through use of the condition-event matrix detailed in §4.

2.1. Spike Event. The spike event graphic in Figure 2.1 occurs at a $\Delta t$ asymptotic to zero. Figure 2.1 has prior time shown as time in the past until event execution, $-\infty \cdots t_n$, where $t_n$ is the “now” time of the event occurring that causes state change from $\sigma_1$ to $\sigma_2$ for a subdivision of time $t_n$ shown as $\Delta t_{n\cdots 1}$. At the end of this asymptotic to zero time, the state changes back to the original $\sigma_1$ state for time $t_{n+1} \cdots \infty$. Events of this type are considered periodic “heartbeat” events. This event type can be used for counted threshold limits, keep-alive notification, or request for service. This event type can not be queued and has no lifetime.

![Fig. 2.1. “Spike” Event. Vertical axis is state (axis omitted) (Image)](image)

2.2. Set-At. The “set-at” event graphic in Figure 2.2 is a permanent state change to a new state. State $\sigma_n$ remains unchanged until an event occurs and a permanent state change to state $\sigma_{n+1}$ occurs at the next time increment $t_{n+1}$. Past and future time are as described in §2.1. This event type can be used for one-time
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events such as system initialization and system termination. As shown in Figure 2.2, this is not the transitional event type as there is no ability for a transition from state \( \sigma_n \) to return after transitioning to state \( \sigma_{n\pm1} \). This event type has an infinite lifetime and can be queued.

![Figure 2.2. “Set-At” Event. Vertical axis is state (axis omitted)](image)

It is important to discuss the difference between a set-at event and a transitional event. While the wave forms used to illustrate the canonical events may appear the same as shown in Figures 2.2 and 2.3, note the definite differences in the time element \( t \) where, as is explained in Subsection 2.2, a set-at event can transition only once during the lifetime of the system; whereas a transitional event can oscillate between states \( \sigma_1 \) and \( \sigma_2 \) at any frequency greater than one. This temporal difference is very important in constructing a system of events without ambiguity as to the semantics of the intent of a state change.

2.3. Transitional. The transitional event graphic in Figure 2.3 occurs over some period of measurable time with an event-sensitive entity perceiving a state change which separates this event type from the “spike” event type. Past and future time is as described in §2.1. This event type is semantically dense as each increment of time can result in a different state. The semantic meaning is compounded based on the frequency of state change and for how many sampling intervals of \( t \) the state remains constant. This event type has a limited lifetime, albeit the transition between \( \sigma_1 \rightarrow \sigma_2 \rightarrow \sigma_1 \) can be as long as the system needs it to be, thus is can appear as a set-at event type, but it is not because it can revert while set-at can not revert to its \( \sigma_1 \) state. Queuing of this event type requires prioritized time-based queuing that can be dynamically edited as higher priority events occur or as queued events expire or both.

![Figure 2.3. Transitional Event. Vertical axis is state (axis omitted)](image)

2.4. Event Type Use. Using these event types, RITA processes events as shown in Figure 2.4. Given one or more events \( E \), conditions \( C \), guards \( G \), and actions \( A \), the system has \( 1 \cdots n \) inputs to a precondition-event matrix evaluating events against specific guards. Guards are a proper subset of conditions \( (G \in C) \). If the guard evaluates to \( True \), the action step comprised of \( 1 \cdots n \) conditions on that event, \( C_1(E) \cdots C_k(E) \), are evaluated. The results of the action step are \( 0 \cdots n \) outputs, based on the evaluation of condition vectors, to a post-condition event matrix. If the post-condition event guard matrix evaluates to \( True \), the output action data – now seen as input event data – is input to another precondition-event guard matrix. In actual use, the definition of guards for precondition and post-condition matrices are compressed in the event evaluation chains so that the trace,

\[
G_{\text{pre}}(E) \rightarrow A \rightarrow G_{\text{post}}(E) \rightarrow \\
G_{\text{pre}}(E) \rightarrow A \rightarrow G_{\text{post}}(E) \cdots
\]  

(2.1)
has the post-condition guard being the precondition for the next action step:

\[ G_{\text{pre}} \rightarrow A \rightarrow G_{\text{post,pre}} \rightarrow A \rightarrow G_{\text{post}} \cdots \]  

(2.2)

As shown in transition chain 2.2 each event system can be chained to other event systems.

3. **Formal Event Model.** Building on the informal description given in §2, a definition for the formal event specifications and formal condition-event matrix is given. For each of the three event forms (i.e. types) the formal definition of the *precondition* and *post-condition* are formally defined. The action step, as shown in transition chain 2.2 above, is not formally defined. The precondition allows an event to initiate an action step (calculation of application data) in the system. A post-condition dampens output from the action step by suppressing output that does not evaluate to True in the post-condition. Only post-conditions create new events, or propagation of existing events, in the system. Guards and conditions evaluate specified application data as being time, summation, or delta critical.

Time critical information is data which must reach the computational process at fixed times usually expressed as some delta time. Summation critical information is data that is summed to form a value that triggers an event. Delta critical information is data that must be significantly different from its previous value in order to trigger an event.

3.1. **Spike Event.** The spike event form has the precondition specification of:

\[ \exists E : \forall C_{\text{pre}}(E) \rightarrow \text{True} \]  

(3.1)

There exists an event such that a precondition on the event will evaluate to True. The spike event form has the post-condition specification of:

\[ \exists E : \forall C_{\text{pre}}(E) \rightarrow \text{True} \Rightarrow \exists E' : C_{\text{post}}(E') \rightarrow \text{True} \]  

(3.2)

Proposition 3.2 asserts the precondition and then states therefore there exits an action for the event implying that there exists some output event \( E' \) such that the post-condition \( C_{\text{post}} \) evaluates to True.

3.2. **Set-At Event.** The set-at event form has the precondition specifications based on an initial condition value:

\[ \exists E : \forall C(E_{-\infty\ldots\infty}) \equiv \text{False}; \]

\[ \exists A_{t_n}(E) : C_{\text{pre}}(E) \rightarrow \text{True}(\forall \Delta t) \]  

(3.3)
There exists an event where, under all conditions, \( E \) results in False. At some time \( t_n \) there exists an action, \( A \), where the precondition for the event results in True over the sequence of all increments of time. Temporally, using basic propositional linear temporal logic [15], this is:

\[
\square[\square P(E) \Rightarrow \square P(E')] \tag{3.4}
\]

This states that there is always an implication of \( P(E) \) to \( P(E') \) for all predicates of \( E \) and \( E' \).

The set-at event is a terminal state transition. This means that once the set-at event form has happened, it is an individuate action and the post-condition is NULL as an external source to the entire system is required to change the state once the event occurs to transform the set-at event state.

### 3.3. Transitional Event

The transitional event form has the precondition specification of:

\[
\exists E : C_{\text{pre}}(E) \rightarrow \text{True}(\Delta t_1 \cdots \Delta t_n) \in \forall \Delta t \tag{3.5}
\]

There exists an event where the precondition results in True for a subset of all time. The post-condition is specified as:

\[
\exists C_{\text{pre}}(E) \rightarrow \text{True} : \{ \exists A(E) \mid \text{True}(\forall \Delta t_{t_1 \ldots t_n}) \}
\]

\[
\Rightarrow \exists E' \ni C_{\text{post}}(E') \rightarrow \text{True} \tag{3.6}
\]

There exists a precondition on an event evaluating to True; therefore there exists an action for the event such that it is True comprehended over a sequence of time implying that there exists an output event for the post-condition that evaluates to True.

### 4. Condition-Event Matrix

The RITA condition-event matrix is comprised of a system of three matrices that are evaluated by row; expressed as:

\[
\begin{bmatrix}
G_1 & C_1(E_1) \cdots C_k(E_1) \rightarrow \begin{bmatrix}
op_{1,1} \cdots \nop_{1,k-1} \\
\vdots & \vdots \\
G_n & C_n(E_n) \cdots C_{n,k}(E_n) \rightarrow \begin{bmatrix}
op_{n,1} \cdots \nop_{n,k-1}
\end{bmatrix}
\end{bmatrix} \Rightarrow \begin{bmatrix}
R_1 \\
\vdots \\
R_n
\end{bmatrix}
\end{bmatrix} \tag{4.1}
\]

Given trace 2.2, the chaining of systems of condition-event matrices requires that guards be part of preconditions only. As shown in Equation 4.1, a vector, \( V \), is defined as \( V : (C_n(E_n) \cdots C_k(E_n)) \), a “row.” The condition vector is comprehended, post guard evaluation at a single time \( t \), across the condition resultants with the operators ∧ “and,” ∨ “or,” ⊕ “xor,” and “not” is expressed as:

\[
C_1(E_1) \op_1 C_2(E_1) \op_2 C_3(E_1) \cdots \op_{k-1} C_k(E_1) \tag{4.2}
\]

The resultant vector, \( R \), if True indicates that the output event \( E' \) be propagated to the vector of guards in the next condition-event matrix. The separation of logical control occurs using the \( G_n, C_n, \) and \( \op_n \) components. Internal to \( C_n \) components is where data control dispatch calls occur to application code. If a condition position is empty in the matrix the postfix \( \op_n \) is considered NULL. Thus a row may be sparsely populated and the empty \( C_n \) and NULL \( \op_n \) allows for sparse condition vectors as these matrix elements do not have to be evaluated.

### 5. Explicit Time

All guard and condition expressions for RITA have time expressed in delta or summation time. Currently these expressions use a restricted subset of C language syntax due to its familiarity with developers. Allowed constructs are IF-THEN-ELSE, SWITCH where alternatives must be inclusive of all values passed by the Guard condition, relational operators, no pointers or locally declared storage is allowed, and only boolean stack values are allowed as return values with the required form: \(<\text{condition}_1>.\text{TRUE} \) or \(<\text{condition}_1>.\text{FALSE} \). As the \(<\text{condition}_1>\) is known to the system, the postfix TRUE or FALSE is a name decoration that RITA enforces.

Vector variable data that represents time values uses three time functions ensuring that the condition-event matrix does not have to rely on user manipulated time functions. RITA uses the \texttt{evaluate}() function in the
Guard or Condition code. Its function signature is: \texttt{int evaluate}(<vector variable>, [<\texttt{BEFORE} \mid \texttt{AFTER} \mid \texttt{NOW}], <\texttt{delta}>). The additional functions \texttt{create_time()}, and \texttt{get_time()} are only used in application code external to the event engine. The event engine system time is uniform throughout evaluation of the guard and its condition vector for a specific RITA system. Time domains can, and do, vary across instances of RITA systems. RITA handles these variant time domains by design.

Real-time implementations need fine-grain time evaluation. For the event engine \texttt{evaluate_time()} function, comparison of vector variables of time type use the highest precision time for the computer architecture executing it. Special timing access is needed beyond the default programming API to the system time function. Since 2005 high precision time such as the High Precision Event Timer (HPET) hardware timer used in Intel chip sets [14] and, since 2013, nanosecond time resolution with the HPET library is available [7]. Within a cloud environment, systems may also rely on precision hardware timers like those available from Symetricom (http://www.symmetricom.com).

The resultant of the \texttt{evaluate_time()} function is \texttt{TRUE} or \texttt{FALSE}. The special enumeration values of \texttt{BEFORE}, \texttt{AFTER}, and \texttt{NOW} are used to determine the comparison of the system time with the vector variable time. The \texttt{NOW} enumeration must have a decimal delta of zero. The delta value is a numerical constant that is a positive floating point value with the precision needed and supported by the system hardware timer.

The \texttt{get_time()} function is used to examine the time value set in the \texttt{create_time()} function. Assignments to vector variables are allowed. Vector variables can be used in multiple event matrices. Chaining of event matrices ensures that the event value is modified in a deterministic method, without race conditions, and that the tuple of \{event, value\} is propagated through-out the system of condition-event matrices resulting in a final event consumption. If a user causes race conditions by having multiple matrices modify a vector variable in parallel, the pre-processor will alert the user. These restrictions ensure that each condition-event matrix executes in the same sequence given the same event sequences and event values.

6. Putting the Parts Together. The preceding sections have described the RITA event system and the mechanics of the system. A brief code fragment showing the structure of the RITA system description notation is presented in order to link the event formalism in §2 and §3 to code which is the specification notation created by the pre-processor as shown in Figure 6.1 where the RITA specification is parsed by the Guard and Condition pre-processor into a compiled language. The application, RITA translated code, and specific libraries are then compiled and linked into one image. While this may appear to be a a monolithic implementation, it is not as each RITA system can be matched to a application program function and thus, at the most granular level, one has independent communicating processes \textit{à la} Communicating Sequential Processes by Hoare [11].

In Listing 3 the elements of a RITA system, guard, vector, and resultant are seen. These elements are described for each line in Listing 3:

- Lines 1-2: Linkage to application code functions that can run as detached processes.
- Lines 6-9: Declaration of events and variables for \texttt{TEST\_SYSTEM\_1}. Note the two events that have a named canonical event form, and their data type as an event occurrence has data associated with it.
- Lines 11-25: Declaration of conditions. Note that \texttt{INITIAL\_CHECK} contains an application call to \texttt{user\_function\_1} that runs as a detached process while \texttt{user\_function\_2} is a blocking call for \texttt{FLOW}. The latter, while allowed, is not a preferred method of invoking application code.
- Lines 27-37: Declaration of guards. As \(G \in C\), these look very much like conditions as they should. The primary usage is to short-circuit the evaluation of conditions in a vector. As such these are very simple gating controls.
- Lines 40-52: Declaration of vectors. Note the order of guard, condition(s), and result as these are the implementation of the condition event matrix. The boolean operation attached to each condition matches the \texttt{op}_n in the condition event matrix. There may be no result from an evaluation. See the null condition for \texttt{VECTOR\_2} at line 49. Note the output from \texttt{VECTOR\_1} is \texttt{SystemOn} and \texttt{null} in \texttt{VECTOR\_2}. Two these events stimulate further action in the RITA system.
- Lines 59-104: This is the second system in the RITA event system configuration. Vector \texttt{System2\_Looper} has the event \texttt{Update} propagating a new value of the event. The constructs in \texttt{TEST\_SYSTEM\_2} are like \texttt{TEST\_SYSTEM\_1} and their descriptions are not repeated.
- Lines 106-116: This is the RITA systems linkage. Note these are parallel statements as each system is a
detached process. The symbol “<-” is read as “Assign output from the right-hand system, or event, to the left hand system.” Note that multiple right-hand systems may be specified as input to a left-hand system using this notation: “system1 <- system2, system3” as an example. This notation is similar to concurrent signal assignment statements in VHDL [13].

Fig. 6.1. RITA Infrastructure.

Listing 3

RITA Code Fragment

```
with ".//application/user_app.hpp";
use "user_function_1", "user_function_2";

system TEST_SYSTEM_1
{
  event(trans, bool) : SystemValue1(false);
  int4 : Requests(0);
  time : FlowDuration("500ms");
  float8 : FlowRate(0.0);

  condition INITIAL_CHECK {
    if( SystemOn == true ) {
      user_function_1();
    }
  }
```
    return INITIAL_CHECK_TRUE;
  }
  return INITIAL_CHECK_FALSE;
} // INITIAL_CHECK

condition FLOW {
  FlowRate = user_function_2(FlowDuration);
  if( FlowRate < 5 ){
    return FLOW_TRUE; }
  else { 
    return FLOW_FALSE; }
} // FLOW

guard SystemOn {
  if( !SystemOn ) { break VECTOR_1; }
  return SystemOn_TRUE;
} // SystemOn

guard Update {
  if( Update <= 10 ) { 
    return Update_TRUE;
  }
  return Update_FALSE;
}

// SystemOn is true at start. Vector will activate.
 vector VECTOR_1 {
  guard : SystemOn;
  condition(and) : INITIAL_CHECK;
  condition(or) : FLOW;
  result : SystemOn1(true);
} // VECTOR_1

 vector VECTOR_2 {
  guard : Update;
  condition(and) : null;
  condition(or) : INITIAL_CHECK;
  result : CheckEvents(true);
} // VECTOR_2

} // TEST_SYSTEM_1

// ++
// TEST_SYSTEM_2
// --
system TEST_SYSTEM_2 {
  int2 : update_value(0);
  int2 : tmp_update(0);
  int2 : Requests(0);

  condition SetUpCheckEvents {
    if( update_value <= 10 ){
      tmp_update = update_value + 6;
    }
    tmp_update = 0;
  }
return SetUpCheckEvents_TRUE;
}

condition AddUpdate {
  update_value = update_value + 1;
  return AddUpdate_TRUE;
}

guard SystemOn1 {
  if( SystemOn1 == true) {
    return SystemOn_TRUE; }
  else {
    break START_CheckEvents;}
}

guard CheckEvents {
  if( Requests < 10) {
    Requests = Requests + 1;
    return CheckEvents_TRUE;
  }
  return CheckEvents_FALSE;
} //CheckEvents

vector START_CheckEvents {
  guard : SystemOn1;
  condition(and) : SetUpCheckEvents;
  result : Update(tmp_update);
}

vector System2_Looper {
  guard : CheckEvents;
  condition(and) : AddUpdate;
  result : Update( update_value + 1);
} // TEST_SYSTEM_2

control {
  event(setat, bool) : SystemOn(false);
  event(setat, bool) : SystemOn1(false);
  event(spike, int4) : CheckEvents(0);
  event(trans, int4) : Update(0);

  begin
  TEST_SYSTEM_1 <- SystemOn(true);
  TEST_SYSTEM_2 <- TEST_SYSTEM_1;
  TEST_SYSTEM_1 <- TEST_SYSTEM_2;
  end

The listing demonstrates the usage of each canonical event form, the condition event matrix elements (Guards, Vectors, Operators, and Resultants) from Equation 4.1. RITA specifications are converted into executable code via the development procedure shown in Figure 6.1. This code is compiled with the application and becomes the event control mechanism benefiting overall throughput of the system.

In Listing 3 the control block at line 112 starts all concurrent/parallel event execution. At lines 40, 47, 93, and 99, concurrent and parallel execution of each vector begins. The vector structure executes in a sequential manner with initial evaluation of the guard, then one or more conditions with a final result. In the case of
conditions and results a null statement can be used. Using null in a condition clause acts as a placeholder and the condition becomes a non-operation for vector evaluation. Using null in a result clause indicates that the vector has no output event which is useful when a vector needs to terminate event propagation or a vector is only activated to start concurrent/in parallel calls to user functions.

7. Cloud Computing. Cloud systems can be separated into four major layers:
   - IaaS: Infrastructure as a Service — physical/virtual machines and hypervisor
   - NaaS: Network as a Service — network/transport services between systems
   - SaaS: Software as a Service — access to application software and databases
   - PaaS: Platform as a Service — IaaS, base O/S, run time services, and NaaS

RITA is a run time service in the PaaS layer. The advantages of a RITA in the PaaS layer are:
- Preventing application unbounded priority inversion by reducing the communication interrupts that lead to this problem.
- As an event propagator it is designed for partitioned, communicating processes in a “share all,” “shared partial,” or a “shared nothing” environment supporting parallelism without heavy use of synchronization primitives for publication/subscription (pub/sub) systems or message passing interfaces.
- High performance worker threads for “scatter gather” configurations can use the RITA bifurcation of communication and computation to improve performance with a high performance PaaS IPC.
- Canonical event forms define the data communication needed for a distributed application making all communication explicit and drastically reducing communication traffic loads and errors.

Cloud computing has processes executing autonomously and independently communicating with each other. This communication can quickly increase to a level that decreases system throughput. As mentioned in §1, detailed in §8, communication currently in use depends on uniform, monolithic communication mechanisms following a pub/sub methodology for tight-cluster, grid, or single systems. These systems are dependent on a single homogeneous time domain that requires an inordinate amount of effort handling latency issues in a monolithic time domain for federated, distributed cloud systems. This latency can cause side-effects due to imperative code managing events. Events are either missed and must be resent, if possible, or the imperative code induces more latency by direct queue management from the application code.

Declarative coding in RITA allows side-effect free conditions that are separate from the imperative application code. Using RITA it is possible create a series of processes that can be (a) event sensitive by using only the canonical event forms (i.e., spike, set-at, and transitional), (b) temporally sensitive, based on local time domain and triggered by canonical events, and (c) value sensitive through delta value comparisons. This results in each RITA cell being semi-autonomous so unexpected behavior can either be ignored or can trigger a recovery in RITA processing cells as required. RITA is designed to work in a distributed and autonomous environment. A discussion of cloud computing and its dependencies on networks [1] observes that the issues of network traffic are becoming limiting factors in cloud computing systems. RITA can reduce unnecessary IPC traffic and so improve application performance as described in [30] and [29]. Other DEBS do not have the clean demarcation between the declarative and imperative portions of an application and the ability to naturally enforce functional programming in a non-functional specific language which is why Lisp, Scheme, and Haskell have never really surpassed C, C++, Java, and other imperative languages in commercial popularity. RITA processing stacks shown in Figure 7.1 give an example of how separate physical systems can have multiple RITA systems (i.e. a processing stack) mapped and how each system communicates with each other via an IPC interface and event engine that enforces event form semantics.

7.1. RITA Innovation and Performance. RITA allows multi-CPU (single board computers or multi-core) distributed systems used in cloud computing to have increased application mode time and a decreased time in IPC mode improving throughput. As stated in §1 these classes of processing are improved in a cloud environment by not having processing interrupted to check if a significant data value has arrived, a specific time period has passed, or having to poll or message other applications to know if a significant event has occurred thus reducing context switch “thrashing.” Measurements of using RITA in a distributed telecommunications environment are given in Figures 7.2 to 7.9. In Figure 7.1, each RITA System in the RITA specification has its own application space and executes concurrently or in parallel with its peers — depending on the hardware architecture — on a “physical” system that may be a multi-core CPU, virtual machine, single-board computer,
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Fig. 7.1. Multiple RITA Systems

or separate computing machine. Common distributed systems operate in this fashion but RITA is the only one that prevents unnecessary IPC from reaching computationally or instance-intensive applications.

Figures 7.2 to 7.9 present data collected for an application controlled IPC and a RITA controlled IPC for the Mass Markets Billing and SHERIFF (Statistical Heuristic Engine to Reliably and Intelligently Fight Fraud) systems which was a joint venture between MCI and British Telecom [23]. This heterogeneous grid implementation was comprised of multiple IBM/VM LPARs, an multi-node VAXCluster, and multiple IBM/AIX HACMP RS/6000s. The figures show the beneficial result of using RITA. RITA reduces the decision logic processing time needed by application code.

Operational requirements set by the MCI and BT corporations for these systems were 100% data integrity and 100% data delivery for all message payloads with ACID\(^1\) guarantees for both in memory or persistent message data forms. For transient data, “eventually consistent” BASE\(^2\) semantics were required for system

\(^1\)Atomicity, Consistency, Isolation, Durability

\(^2\)Basically Available, Soft state, Eventual consistency
informational messages, logging, or diagnostic messages. Tests used MQSeries 5.2 local client in-memory queues and server channel queues. Local client and server channel experiments were run with and without RITA, and with and without persistence. Test were run 1,000 times and averaged.

Results show an 80% time reduction in communication decision logic processing thus applications had less probability of context switch thrashing. The increase in the number of messages per second produced by RITA shows that the IPC subsystem had less application interrupt. RITA did have some effect in improving round-trip message volumes but, while significant, it was considered a beneficial side-effect as round-trip performance is determined by network congestion and IPC buffering and queuing and not directly controlled by RITA.

The graphs are paired for non-RITA and RITA use. Figure 7.2 is paired with Figure 7.3 and so on, showing round-trip volumes in messages per second and the percentage of time spent by the application performing decision logic for inbound and outbound communication combined. In each run, message sizes were kept
constant at 262,144 bytes. Non-persistent messages were in memory without disk I/O. Persistent messages were written to disk using the MQ logging capability.

Each measurement graph has two vertical axes. The left axis shows the messages per second with values increasing vertically. The right axis shows the percent of time spent by the applications in communication decision logic — determining if the IPC is of significance to the calculations — with the values decreasing vertically. The red lines are the control chart values for operational limits for round-trip communication time (1.0 to 0.01 second).

7.2. Cloud PaaS with RITA. From hundreds of PaaS systems [8] [9] there are several open source systems consistently described as some of best systems to use. The PaaS systems listed are:

- AppScale (http://www.appscale.com)
• Cloud Foundary & BOSH (http://www.cloudfoundry.com)
• OpenShift (http://openshift.github.io)

We have chosen OpenShift Origin™ as the PaaS framework. OpenShift Origin/OpenStack terminology is unique to this product. Table 7.1 provides the terminology translation.

<table>
<thead>
<tr>
<th>OpenShift Term</th>
<th>Translation to Normal Terminology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Broker</td>
<td>Host manager, controls nodes; typically a VM</td>
</tr>
<tr>
<td>Cartridge</td>
<td>A technology stack or framework (PHP, Perl, JEE, Python, MySQL, et.al.) to build applications</td>
</tr>
<tr>
<td>Plugin</td>
<td>System utilities used with a kernel; authconfig, DNS, et.al.</td>
</tr>
<tr>
<td>Gear</td>
<td>Allocation of memory, compute, and storage resources to run applications</td>
</tr>
<tr>
<td>Node</td>
<td>A computer; single-board, blade, et.al. Usually has only local storage for the kernel</td>
</tr>
<tr>
<td>Application</td>
<td>Instantiation of a cartridge (over-loaded term). Differentiated from a nominal cartridge in that</td>
</tr>
<tr>
<td></td>
<td>a user has written additional application code that uses cartridges</td>
</tr>
<tr>
<td>Scaled App</td>
<td>Application instantiated in multiple gears</td>
</tr>
</tbody>
</table>

For OpenShift Origin, a “Gear” is a shell on a node in a shared-nothing instance of the OpenStack IaaS. The usage is to “spin-up” another “Gear” when more instances are created by the OpenShift load balance utility, HA-Proxy. Gears are run as a node O/S on VMs. A “Cartridge” is a software component that is directly used in a gear. Utilities, development tools, and database systems can be Cartridges. A Cartridge uses a specific directory template allowing it to be installed on the Gears.

Initial communication establishing a Gear in OpenStack Origin is done via ssh to the Broker which configures the nodes. The Broker manages multiple nodes, with each node supporting a host operating system [24]. The details of OpenShift Origin management is available from the product guides at http://openshift.github.io/.

Using the OpenShift Origin terms, the mapping of the RITA infrastructure to OpenShift is shown in Table 7.2. While there is no VM support in RITA, it can be deployed as a Cartridge in an OpenShift Origin PaaS. The required IPC system in OpenShift Origin is ActiveMQ which is accepted by cloud providers as a highly efficient JMS compliant system that can be tuned for the IaaS being used. Deploying RITA to OpenShift Origin is done according to the OpenShift Origin Cartridge Developer’s Guide. The file format needed for the RITA OpenShift Cartridge file is detailed in the OpenShift Developers guide appendix.

Enabling technologies for IaaS distribution include the Distributed Management Task Force (DMTF) Open Virtualization Format (OVF) [6], the Distributed Resource Management Application API (DRMAA) [20] sponsored by the Open Grid Forum, and a derivative of DRMAA, Simple Linux Utility for Resource Management (SLURM). OVF is an open standard for packaging and distributing virtual appliances, or more generally soft-
ware, to be run in virtual machines. As part of a PaaS, RITA would be delivered as an OpenShift Cartridge file and a corresponding OpenStack virtual machine could be delivered via an OVF formatted system image file.

### Table 7.2

<table>
<thead>
<tr>
<th>OpenShift</th>
<th>RITA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cartridge</td>
<td>Event monitor &amp; engine</td>
</tr>
<tr>
<td>Plugin</td>
<td>IPC I/F</td>
</tr>
<tr>
<td>Gear</td>
<td>Cell</td>
</tr>
<tr>
<td>Node</td>
<td>System</td>
</tr>
<tr>
<td>Application</td>
<td>Application</td>
</tr>
<tr>
<td>Broker</td>
<td>No VM control in RITA</td>
</tr>
</tbody>
</table>

#### 7.3. RITA PaaS Application.
Wallace, Turchenko, et. al. [31] perform an analysis of spot market prices using a Multi-Layer Perceptron (MLP) model with back propagation error training. In MLP the “moving simulation mode” provides a short-term prediction with re-training allowing capture of the most recent, significant data from the previous prediction step to continually update and improve performance. These predictions rely on a single data stream and would be improved with event-based information from other data streams which affect spot prices. This prediction system requires a series of RITA systems monitoring events — with a condition-event matrix — controlling the event input (i.e. “gating”) to the MLP model. The gating is dynamic, depending on events processed by RITA and is a classical RITA event system (Figure 7.1). RITA would be a specific improvement on the neural network sample “window” where older gross data makes the re-training less effective. RITA would allow only significant data to enter into the window for use by the neural network model.

The current state of the art for DEBS is embodied by pub/sub communication systems or SQL semantics from corporations; IBM, TIBCO, and Oracle being the top three recognized. Indeed, a recent survey [4] shows that DBMS and MapReduce are the primary event processing semantics for cloud based systems. There have been several significant DEBS created from 2009 onward. Comparing and contrasting RITA with these systems is beyond the scope of this paper, but suffice it to say that the RITA condition-event matrix, canonical event types, and declarative and imperative bifurcation do not exist in any cloud or DEBS system. A contrast and comparison may be done at a later date for the DEBS that are still being maintained. For several of the DEBS documented, the interest and continued development for these systems has become dormant.

In [25] Hermes, Gryphon, Siena, Esper, Borealis and Aurora (now just Borealis), and AMIT are discussed. Esper, now a product from ExperTech[^3], is currently available under GPL license [25]. Borealis is a second-generation distributed stream processing engine. Borealis inherits from Aurora [3] and from Medusa [26]. AMIT is now an IBM e-business Management Service offering.

In [17] Java Event-Based Distributed Infrastructure (JEDI), Rebeca notification service, Cambridge Event Architecture (CEA), Elvin notification service, READY event notification service, and Narada Brokering project are discussed. Also discussed are the commercial JMS pub/sub systems: IBM MQ, TIBCO, and Oracle. The CEA, JEDI, Siena, Hermes, Gryphon, Esper, RuleCore, and AMIT Research projects, and industrial solutions, work on event stream processing (ESP) and complex event processing (CEP). These two approaches address processing large amounts of events delivering real-time communication, allowing closed loop decision making, and continuous data integration [25].

In the DEBS mentioned above, each is based on the Object Management Group[^4] pub/sub model with additional attributes for object oriented data types, SQL event streaming, query modification, and large database systems but without the novel RITA ability to reduce the actual application code processing of decision logic via a condition-event matrix that enables the ability to regulate event interaction with application code, temporarily.

[^3]: http://www.espertech.com
[^4]: http://www.omg.org/
handle heterogeneous (i.e. divergent) time domains between systems, and provide an formal isomorphic mapping for events and actions (i.e. $E \mapsto A$).

9. Future Work. In this paper the RITA theory, use, and mechanics have been shown to be portable from multiprocessing shared memory systems (avionics), grid systems (telecommunications), and has applicability to cloud computing systems. To improve the RITA specifications for a cloud computing environment, the implementation language for portions of the event engine and event dispatch portions of the event monitor need porting from the current C and C++ code base to a language developed for concurrency in cloud computing environments. The recently developed Go language sponsored by Google [10] provides good programming support for RITA. A re-hosting of RITA concepts in Go is advantageous as event propagation is naturally mapped to the Go language interface types, and Go’s “Goroutines” provide a natural way to program Guards and Conditions.

Additional work would include a variant of VXDL [28]. VXDL is a prototype language for specifying virtual resources in networks. For validation of RITA specifications it can be used to describe the cloud resource instances where RITA systems can be hosted allowing an additional level of specification and modeling. This allows users to create and manage changing virtual infrastructures across the entirety of the Internet as cloud computing systems are not static. Cloud systems change component system architectures available, e.g. Amazon EC2 did not provide GPU systems, and over time did. Thus using VXDL to describe available systems allows specifications to be validated against the desired network topology and required execution time-lines. Currently RITA does not have a meta-language to map cloud computing resources. VXDL is seen as a meta-data language for assigning RITA processing cells on appropriate cloud system component systems with the needed resources for the event system execution. The VXDL meta-data can be used to define what resources are needed for a RITA schema and, instead of placing the system by hand, the VXDL meta-data can be used to automate placement of the RITA systems.
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GENERALIZED MATRIX MULTIPLICATION AND ITS OBJECT ORIENTED MODEL
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Abstract.
Since the beginning of the 21st century, we observe rapid changes in the area of, broadly understood, computational sciences. One of interesting effects of these changes is the need for reevaluation of the role of dense matrix multiplication. The aim of this paper is two-fold. First, to summarize developments that point toward a need for reconsidering usefulness of matrix multiplication generalized on the basis of the theory of algebraic semirings. Second, to propose generalized matrix-matrix multiply-and-update (MMU) operation and its object oriented model.
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1. Introduction. Recently, a number of changes can be observed in computational sciences. They concern all levels of the computational stack. First, evolution of computer hardware, forced by limits imposed by physics, resulted in practical disappearance of processors with a single computational unit. As a matter of fact, today it is possible to have a quad-core processor in a cell phone (e.g. in the newest Samsung Galaxy 4) and even 8 cores (in the Motorola X8 Mobile Computing System [10]). Furthermore, it is already possible to have more than a thousand fused multiply and add (FMA) units in a single GPU processor [33]. Second, there is a constantly growing gap between the capacity of the processor to consume the data and hardware’s ability to feed it. Third, rapidly decreasing cost of the FMA unit, combined with appearance of processors with thousands FMAs, lead to suggestions that a complete reevaluation of approach to computing is needed [34, 35]. Here, the basic assumption is that data access/movement is “expensive,” while arithmetic operations are “cheap.” Fourth, it is time to (re)consider complexity of codes that try to match (and effectively utilize) current computer hardware with as much as seven levels of data access latency. Finally, rapid proliferation of devices with matrix-like sensor input (e.g. digital cameras, medical imaging devices, radio telescopes, etc.) forcefully reminds us that, in multiple applications, actual data consists of 2D and/or 3D matrix-structures that are fed with high speed, and should not be stored but processed in-place as they elements are delivered to the processing units.

In this paper we will argue that the time has come for a meta-reflection and general change of approach to large-scale (primarily “scientific”) computing. In particular, it is important to look into efficient solution of matrix-based problems, and this is precisely the scope of the current contribution. This paper modifies and extends our two conference papers [69, 30], and it is organized as follows. First, we discuss the interaction between progress in computer hardware and computational linear algebra in the early days of supercomputing. Second, we consider dense matrix multiplication, as one of key elements of large number of linear algebraic algorithms. Here, we also look into its generalization through the theory of algebraic semirings. Next, we reflect on the most current trends in hardware and software for computational linear algebra and combine these considerations to propose a generalized matrix multiply and update (MMU) operation. Finally, we use the discussion of the state-of-the-art in object oriented BLAS to propose an object oriented realization of the generalized MMU.

2. Computer hardware and computational linear algebra in the long gone past.

2.1. Single-processor computers. Let us start our discussion from late 1970’s, when it became clear that many algorithms for matrix computations consist of similar building blocks (e.g. a vector update, or a dot-product). As a result, in the Cray-1 supercomputer, vector operation $\vec{y} \leftarrow \vec{y} + a \vec{x}$ (where $\vec{x}$ and $\vec{y}$ are
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$n$-element vectors, while $\alpha$ is a scalar) has been efficiently implemented. Specifically, S. Cray proposed vector processors with *chaining* of multiply and update operations [66], where results of the multiply operations have been forwarded directly from the “multiplication unit” to the “addition unit.” A few years later, the IBM build the 3090 series of vector computers with efficient implementation of the *dot-product* operation [40]. In the meantime, in 1979, the level 1 BLAS standard was proposed [44], which defined a set of core vector-vector operations. The assumption behind the level 1 BLAS was that the computer vendors would provide efficient hardware (and software) realizations of these operations. In this spirit, the Cray Inc. build computers with efficient *vector updates*, that became a part of the *scilb* library [39]; while the IBM developed the *ESSL* library [38], with highly optimized dot-products. This library was later ported to the IBM RS/6000 workstations; the first commercial computer to implement the fused multiply-and-add (FMA) operation [52]. Note that the FMA operation appears in both vector updates and dot products. Following this path, currently, processors from IBM, Intel, AMD, Nvidia, and others [18, 20, 24, 41, 53, 55, 56], include efficient hardware supported scalar floating-point fused multiply-add operation.

The FMA combines two basic floating-point operations (flops) into one (three-read-one-write) operation with only one rounding error, throughput of two flops per cycle, and a few cycles latency – depending on the depth of the FMA pipeline. There exist two FMA standards: FMA3 and FMA4. The difference is that the FMA4 has four operands ($d \leftarrow c + \alpha \ast b$), while the FMA3 has three operands (it is an update $c \leftarrow c + \alpha \ast b$). Since it is not our aim to discuss the philosophical differences between these two approaches, for the purpose of this paper, let us assume that the term “FMA” covers both standards. Besides the increased accuracy, the FMA minimizes operation latency, reduces hardware cost, and chip busing [52]. The standard floating-point add, or multiply, are performed by taking $a \leftarrow 1.0$ (or $b \leftarrow 1.0$) for addition, or $c \leftarrow 0.0$ for multiplication. Therefore, the two floating-point constants, 0.0 and 1.0, need to be available within the processor. As a result, in the current computer hardware, one cannot “practically distinguish” between (faster/simpler) addition and (slower/more complex) multiplication. This fact has important consequences for some classes of divide-and-conquer algorithms (see, below).

The development of software for computational linear algebra continued, with introduction of level 2 BLAS, standardizing matrix-vector operations [28]. Next, the level 3 BLAS was introduced in [27], defining matrix-matrix operations. Following, the supercomputer vendors developed highly optimized implementations of BLAS kernels for their hardware (e.g. the Cray Inc. provided Cray Assembly Language based implementations [39]). Furthermore, on the basis of the level 3 BLAS, the LAPACK library was proposed [14], defining templates for solving dense matrix problems.

It is also during these years, when the disparity between the speed of the processor and the memory access time became apparent (see, for instance [17]). In response to this trend, computers with hierarchical memory (introduced for data reuse) have been proposed. To match these architectures, block-oriented realizations of fundamental linear algebra algorithms for dense matrices have been introduced and experimented with (this is precisely the class of algorithms that constituted the core of the “LAPACK approach”). Here, blocking allowed data reuse and minimization of data movement. Since the process of finding perfect blocking was rather tedious, and only few programmers were ready to do this for the highly complex computer hardware (see, for instance, [31]), auto-tuners have been introduced. Among them, the ATLAS project [76] became the most popular.

### 2.2. Parallel computers

Let us now look into historical trends in *parallel computer hardware*. In the 1990’s three main designs for the parallel computers were: (1) array processors, (2) shared memory parallel computers, and (3) distributed memory parallel computers. While quite popular initially, array processor supercomputers disappeared by approximately 1995. The main reason was an apparent lack of flexibility to deal with problems that do not natively appear in the “matrix-form.” Furthermore, it is worthy observing that, regardless of the array organization of processors, no truly efficient implementation of matrix multiplication has been realized. Next, the shared memory parallel supercomputers started to fade away. Here, the main problem was the bottleneck caused by the connection between the memory and the processors. It turned out that, in computational practice, scaling such machines to more than 32 processors was extremely difficult and economically unfeasible. As the result, by the end of 20th century, the dominating supercomputer architecture became the distributed memory parallel computers.
As what concerns computational linear algebra, while the LAPACK library was focused on single-processor and shared-memory parallel computers, the ScalAPACK [21] was to provide the same standardization for the distributed memory computers. The ScalAPACK is based on the single program multiple data (SPMD) programming model. In addition to the computational kernels, parallel BLAS kernels [22], and communication routines (BLACS [5]) have been defined. Overall, the main assumption remained that the hardware/software vendors are going to provide efficient low-level realization of the needed functionality. Interestingly, while the LAPACK project became quite successful, the ScalAPACK did not match its reach and popularity. There exist multiple of reasons for this fact. Among others: (1) programming distributed memory computers turned out to be more difficult than expected, (2) end of the Cold War cut funding for development of hardware and software on the large scale, (3) raise of cluster (COTS) computers moved the interest to low-cost solutions on the small scale (where highly optimized routines were not the biggest concern). (4) extending / updating Fortran 77 turned out to be a complete failure, (5) implementers of codes for computationally intensive problems turned to C and next to C++ and object oriented scientific computing (however, object orientation did not result in unification of the field; see, section 7).

In summary, there was a time when development of “high performance” hardware and software worked hand-in-hand. However, their pathways have diverged and software developers have been left to catch up with the computer hardware. Nevertheless, matrix multiplication remained the workhorse of a very large class of algorithms in computational linear algebra (in particular, their block-oriented implementations). Therefore, we will now focus on high performance matrix multiplication.

3. Dense matrix multiplication in scientific computing. While dense matrix-matrix multiplication appears in many computational problems, its most popular application is in the update step of block algorithms and has the form: $C \leftarrow C + A \times B$ (where $A$, $B$ and $C$ are appropriately dimensioned matrices; note that, in general, $A$ and/or $B$ can be in transposed form, which leads to four different variants of this operation). Despite its simplicity, the arithmetic complexity, and data dependencies, make it a challenging problem to reduce the run-time complexity. The two basic approaches to speeding matrix multiplication were, first, lowering the arithmetic complexity – achieved by reducing the number of scalar multiplications (complex/expensive), while increasing the number of scalar additions/subtractions (simple/cheap). Here, one could list Strassen [73], Pan [57], and Coppersmith-Winograd [23] algorithms (further discussion and references can be found in [65]). Second, by the parallel implementation [13, 75, 42, 29, 19, 47]. Of course, a combination of these two approaches is also possible (see, for instance, [72, 37, 32, 49]).

The recursive matrix multiplication “worked well” from the point of view of theoretical analysis of arithmetical complexity, and when implemented on early computers. However, its implementation started to became a problem on computers with hierarchical memory (e.g. to reach optimal performance of a Strassen-type algorithm, recursion had to be stopped when the size of the divided submatrices approximated the size of the cache memory – differing between machines; see, [15]). Furthermore, practical implementation of Strassen-type algorithms requires extra memory (e.g. the Cray’s implementation of Strassen’s algorithm required extra space of order $2.34n^2$ [25]). Here, recall two facts. First that in the modern FMA units, there is no distinction between time of addition and multiplication (these two operations cannot be “separated” into cheap and expensive). Second that the speed of memory access is one of the key factors limiting advances of high performance computing.

It is worthy recalling that recursive matrix multiplication has been successfully used within other algorithms, e.g. within blocked Gaussian Elimination [15, 61, 60, 58]. Unfortunately, recursive approaches result in problems with numerical stability. While, as proved by N. J. Higham in [36], these problems should not be extremely pronounced, in [61] it was shown that they may prevent solution of at least some practical problems. Specifically, for a class of PDE problems, substituting matrix multiplication by a fast one, in the block-oriented linear equation solver, resulted in a failure to reach the solution.

The second approach to speeding matrix multiplication is through the design of parallel algorithms, which have been implicitly or explicitly based on a time-space scheduling of FMAs in the 3D computational index space. This scheduling directly affects data reuse, by orchestrating data movement between different scalar operations. One of the key differences between this and the recursion-based approaches is that in the parallelized matrix multiplication, patterns of data movement remain relatively simple and well structured. Moreover, in
the recent paper [70], it was shown that, actually, there exist only four basic classes of schedules and, therefore, classes of algorithms. In other words, all existing parallel matrix multiplication algorithms are extensions of these four basic scheduling, with respect to different matrix shapes, blocking or tiling, dimensionality of parallel implementation, underlined (assumed) computer architecture, etc. (see, also [46]). Furthermore, it was observed that all four schedules can be used to implement the level 3 BLAS operation \texttt{GEMM} [27] of the form \( C \leftarrow C + A \times B \); the matrix multiply-update (MMU). Out of the four classes of parallel MMU algorithms defined in [70]: (i) Broadcast-Compute-Shift; (ii) All-Shift-Compute (or Systolic); (iii) Broadcast-Compute-Roll; and (iv) Compute-Roll-All (or Orbital), the last one is characterized by regularity and locality of data movement, maximal data reuse without data replication, recurrent ability to involve into computing all matrix data at once (focal-plane I/O), etc. This makes it well suited for the computer hardware that is likely to materialize in the near future (see, Section 5). Interestingly, the recently proposed 2.5D approach to matrix multiplication [71], represents a hybrid between a Broadcast-Broadcast-Compute (BBC) and a Compute-Roll-All (CRA). Specifically, when no extra memory is available the approach reduces to the CRA (Cannon Algorithm), while when \( N \) extra copies of appropriate matrices (where \( N \) is the size of the, square, matrices involved in multiplication) can be stored in the system, the matrix multiplication operation becomes a version of the Broadcast-Compute-Roll. However, an in-depth discussion of this point is out of scope of this contribution.

Obviously, it is possible to combine recursive and parallel approaches to dense matrix multiplication. Here, the situation becomes even more complex, as irregularity of data movement is exaggerated through the complexity of the underlying hardware (e.g. extra levels of latency of data access). However, with a lot of programmer’s work, hybrid approaches outperformed the standard parallel matrix multiplication [72, 37, 32, 59]. Interestingly, the most recent research seems to contain two contradictory claims. First, results presented in [26] support the conclusion that Strassen-type approaches are not practically beneficial on current computer architectures. Second, in [49], benefits of the 2.5D Strassen multiplication are praised. However, careful study of results presented there (see, [49], Figure 1.f) indicates that the apparent performance gain (reported in, [49], Figure 1.e) is purely virtual, as it does not result in substantial reduction of the wall-clock time. This could be used as an argument supporting the conclusions reported in [26].

Let us leave the discussion concerning advantages and disadvantages of specific implementations of parallel dense matrix multiplication and observe that this operation appears also in a much broader context. Specifically, matrix multiplication can be generalized through the theory of algebraic semirings. Let us now look into this topic in more detail.

4. Algebraic semirings in scientific calculations. Since 1970’s, a large number of problems has been combined under a single umbrella, named the Algebraic Path Problem (APP; see [45, 16, 67]). Furthermore, it was established that the matrix “multiply-and-update” (MMU) operations, in different algebraic semirings, can be used as a centerpiece of various APP solvers.

Let us start from the needed definitions. A closed (scalar) semiring \((S, \oplus, \otimes, *, 0, 1)\) is an algebraic structure defined for a set \( S \), with two binary operations: addition \( \oplus : S \times S \rightarrow S \) and multiplication \( \otimes : S \times S \rightarrow S \), a unary operation called closure \( \circledast : S \rightarrow S \), and two constants \( 0 \) and \( 1 \) in \( S \). Here, we are particularly interested in the set \( S \) consisting of matrices. Thus, following [45], we introduce a matrix semiring \((S^{n \times n}, \oplus, \otimes, *, 0, 1)\) as a set of \( n \times n \) matrices \( S^{n \times n} \) over a closed scalar semiring \((S, \oplus, \otimes, *, 0, 1)\) with two binary operations, matrix addition \( \oplus : S^{n \times n} \times S^{n \times n} \rightarrow S^{n \times n} \) and matrix multiplication \( \otimes : S^{n \times n} \times S^{n \times n} \rightarrow S^{n \times n} \), a unary operation called closure of a matrix \( \circledast : S^{n \times n} \rightarrow S^{n \times n} \), the zero \( n \times n \) matrix \( \mathbf{0} \) whose all elements equal to \( 0 \), and the \( n \times n \) identity matrix \( \mathbf{I} \) whose all main diagonal elements equal to \( 1 \) and \( 0 \) otherwise. Here, matrix addition and multiplication are defined as usually in the linear algebra.

As stated, large number of matrix semirings appear in well-studied APPs. We summarize some of them in a table (similar to that presented in [12]). For simplicity of notation, in the Table 4.1, we represent them in a scalar form.

Note that the Minimum reliability path problem has not been encountered by the authors before. It was defined on the basis of systematically representing possible semirings—as a natural counterpart to the Maximum reliability problem (the only difference is the \( \oplus \) operation: \( \min \) instead of \( \max \)). Since the maximum reliability path defines the best way to travel between two vertices of a graph; the Minimum reliability problem could be interpreted as: finding the worst pathway, one that should not be “stepped into”).
predictable trends in computational sciences, in particular in computational linear algebra. Let us now look how this fits with current and future trends in high performance computing.

While Table 4.1 summarizes the scalar semirings, and scalar “multiply-and-add” operations, kernels of blocked algorithms for solving the APP, are based on (block) matrix “multiply-and-update” (MMU) operations [74, 51]. Therefore, let us present the relation between the scalar (fused) “multiply-and-update” (FMA) operation $(\omega)$, and the corresponding matrix “multiply-and-update” (MMU) kernel $(\alpha)$, for semirings in Table 4.1 (here, $Nb$ is the size of a matrix block; see, also [68]):

- **Matrix Inversion Problem (MIP):**
  \[
  (\alpha)\ a(i, j) \leftarrow a(i, j) + \sum_{k=0}^{Nb-1} a(i, k) \times a(k, j);
  \]
  \[
  (\omega)\ c \leftarrow a \times b + c;
  \]
- **Shortest Paths Problem (SPP):**
  \[
  (\alpha)\ a(i, j) \leftarrow \min\{a(i, j), a(i, k) + a(k, j)\};
  \]
  \[
  (\omega)\ c \leftarrow \min(c, a + b);
  \]
- **Critical Path Problem (CRP):**
  \[
  (\alpha)\ a(i, j) \leftarrow \max\{a(i, j), a(i, k) \times a(k, j)\};
  \]
  \[
  (\omega)\ c \leftarrow \max(c, a \times b);
  \]
- **Maximum Capacity Paths Problem (MCP):**
  \[
  (\alpha)\ a(i, j) \leftarrow \max\{a(i, j), \min_{k=0}^{Nb-1} a(i, k) \times a(k, j)\};
  \]
  \[
  (\omega)\ c \leftarrow \max(c, \min(a, b));
  \]
- **Maximum Reliability Paths Problem (MaRP):**
  \[
  (\alpha)\ a(i, j) \leftarrow \max\{a(i, j), \min_{k=0}^{Nb-1} a(i, k) \times a(k, j)\};
  \]
  \[
  (\omega)\ c \leftarrow \max(c, a \times b);
  \]
- **Minimum Reliability Paths Problem (MiRP):**
  \[
  (\alpha)\ a(i, j) \leftarrow \min\{a(i, j), \min_{k=0}^{Nb-1} a(i, k) \times a(k, j)\};
  \]
  \[
  (\omega)\ c \leftarrow \min(c, a \times b);
  \]
- **Minimum Spanning Tree Problem (MST):**
  \[
  (\alpha)\ a(i, j) \leftarrow \min\{a(i, j), \min_{k=0}^{Nb-1} \max\{a(i, k), a(k, j)\}\};
  \]
  \[
  (\omega)\ c \leftarrow \min(c, \max(a, b)).
  \]

Summarizing, application of algebraic theory of semirings allows bringing together multiple problems, solution of which involves generalized matrix multiplication. Let us now look how this fits with current and predictable trends in computational sciences, in particular in computational linear algebra.

5. **Current trends in high performance computing.** Recently, high performance computer hardware found itself “in a box” imposed by physics. As the “floor” we can see the limits on miniaturization. It is physically impossible to continue reducing the size of the processor without having to deal with quantum effects. On the “ceiling” we have the heat dissipation problem. The current on-chip processor designs make it extremely difficult to cool the densely packed (miniaturized) transistors. Finally, the memory “walls” make it increasingly complex to feed the data-starving processors. Here, the use of hierarchical memory with up to three levels of cache memory provided only a temporary solution, with a price in workload of software implementers (see, also, below). An obvious solution to these problems is to combine multiple computational units. However, here the “speed of light problem” starts to materialize again. To keep the system synchronous, it is possible to send signal only for a certain distance (within a single clock cycle). This effect can be seen not only when...
considering design of systems with billions of processors that fill a room of a size of a football stadium. We can observe it also within multi-core chips. For instance, the frequency of Pentium processors reached 3.8 GHz (Pentium 4, Prescott), while the Nvidia Tesla processor runs at about 700 MHz. Here, through the reduction of frequency, it is possible to keep the multiple cores synchronous.

In this way, we have pointed to two recent trends in design of high performance hardware. First, today’s multi-core processors can be seen as shared memory parallel computers on-chip. Second, GPU chips represent ideas originating from the SIMD supercomputers of the old. Both trends feature multiple FMA units (from a few FMAs in multi-core processors, up to more than a thousand in the newest GPUs). They also follow two different roadmaps to the exascale computing. One of them involves smaller number of more powerful (more complex) processors, while the other is based on larger number of less powerful (simpler) processing units. In a way, high performance computing has spiraled back to the 1990’s. For instance, in 1993, the MassPar MP-2216 array processor with 2048 “cores” took 180’s position at the TOP500 computer list [9]. It was capable of delivering 2.4 GFlops. Today’s Tesla K20X GPU, produced by Nvidia, has 896 double precision FMAs (2688 single precision FMAs that work in triples to deliver double precision operations) and is capable of delivering 1.31 TFlops [33]. In other words, a TOP200 computer from 1993 was about 500 times slower than a single (multi)processor of today, while both had a comparable number of computational units.

As what concerns software, some researchers work on squeezing performance out of existing computer architectures (see, for instance, recent results from the team led by J. Demmel [49, 71]). Others see the future of computing in proposing complex kernels that are to replace the BLAS standard (see, [80]). However, it is also possible to see the problem from the perspective of William of Ockham, who suggested that “one should proceed to simpler theories.” Taking into account what has been said so far, it should be clear that simplicity and uniformity of data manipulation should become the driving principle behind exa/zetta-scale computer system design. Here, the work of Sedukhin et.al. [70] focuses on development of a novel computer architecture capable, among others, of delivering efficient parallel matrix multiplication. In the same context, for sparse matrix operations, John Gustafson stated: “Go Ahead, Multiply by Zero!” [34]. His assumption is that in the hardware of the future, cost of arithmetic operations will be so low, in comparison with data movement (and indexing), that fundamental assumptions behind current approaches to computational sparse (and dense) linear algebra will have to be re-evaluated. Interestingly, the team of J. Dongarra has recently initiated a new project, in which they investigate possibility of reintroduction of systolic architectures to the computing mainstream [43]. Here, it is also worthy envisioning that this could mean that we may, some time in the future, forget about rectangular matrices (in computational practice). Instead we will pad them with zeros to make them square and in this way match the square arrangements of FMA’s within processors. Since the price of an FMA is currently (June 2013) at about 22 US cents and dropping (see, [77]), such approach does not seem so unreasonable; especially, taking into account the cost of data manipulations involved in dealing with rectangular structures. This should be kept in mind when considering the fact that the APP algorithms (mentioned above) involve square matrices only.

Let us present a few more examples of a slow shift in view on programming modern (and future) high-performance computers (which are expected to be build of hundreds of thousands of processors with thousands of FMA units each). First, initial results concerning an implementation of the 2D FFT (2048 × 2048)-point, on a 24-wide FMA Cell/B.E.@PS3 processor shows only a moderate difference (∼3 times) in performance over non-recursive matrix multiply and add-based 2D DFT, despite almost 30 times difference in the number of arithmetic operations [79]. Moreover, it was recently reported (in [48]) that, by using two quad-core Intel Nehalem CPUs, the direct convolution approach outperforms the FFT-based approach by at least five times, even when the associated arithmetic operation count is approximately two times higher. This “imbalance” towards non-recursive approach is directly related to efficient use of multicore processors achieved through efficient dense MMU implementation.

Second, the early work in sparse linear algebra was guided by the desperate need of saving memory. As a result, a number of “compressed matrix formats” has been proposed and experimented with. However, in the most recent work, instead of dealing with individual matrix entries, the basic element becomes a “dense block” (of size related to the processor cache; see, for instance [78, 50] and references collected there). Here, we observe the same general pattern as above, where simplicity of data access pattern(s) compensates for the
higher operation count caused by multiplication by zero (note that some of such blocks may have only a few non-zero elements).

Separately, the work reported in [50] illustrates one more important aspect of using highly optimized, memory-preserving schema to deal with sparse matrix multiplication. The code generator that allows to deal with various forms of sparse matrix-vector multiplication, for various data types and matrix formats is approximately 6,000 lines long. However, the generated code is more than 100,000 lines long. This code can efficiently work on hierarchical memory multicore systems with up to 16 cores (see, [50]), but will require further tuning for larger number of FMAs (and it is neither GPU nor distributed memory computers oriented). This being the case, when thinking about fast matrix / matrix-vector multiplication, one needs to consider also the programming effort required to develop and later modify (re-optimize) codes based on complex data structures and movements. This observation provides also context for the question of long-term feasibility of approaches similar to the GOTOBLAS [31]. Furthermore, the original direction of the BLAS project needs to be considered. Part of the success of the BLAS was related to its simplicity (including relatively small number of basic routines). Therefore, it is not clear if proposing a standard with many complex kernels (as in [80]) is going to be successful in a long run.

Finally, let us look into relation between the APP and the recent trends in computing. While algebraic semirings can be seen as a simple “unification through generalization” of a large class of computational problems, they should be viewed in the context of, mentioned above, success of fused multiply-and-add (FMA) units. Note for instance that, the GPU processors from Nvidia and AMD combine large number of FMA units (e.g. the Nvidia’s Tesla chip allows 2688 single-precision FMA operations completed in a single clock cycle [33]). In this context, recent experiments show that FMA-based kernels speed-up (∼2×) solution of many scientific, engineering, and multimedia problems, which are based on matrix transforms [35]. However, other APPs “suffer” from lack of hardware support for the needed scalar FMA operations (e.g. those listed in Table 4.1). The need for min or/and max operations introduces one or two conditional branches, or comparison/selection instructions, which are highly undesirable for deeply pipelined processors. Recall that each of these operations is repeated $ Nb$-times in the corresponding kernel (see, Section 4), while the kernel itself is called many times in the blocked APP algorithm. Here, note the recent results, reported in [68], which involve evaluation of an MMU operation in different semirings, on the Cell/B.E. processor. They showed that the “penalty” for lack of a generalized FMA unit may be up to 400%. This can be also interpreted as follows: having an FMA unit, capable of supporting operations and special elements from Table 4.1 could speed-up solution of APP problems by up to 4 times. Interestingly, we have just found that the AMD Cypress GPU processor supports the combined scalar (min, max)-operation through a single call with only 2 clock cycles per result. In this case, the Minimum Spanning Tree (MSP) problem (see, Table 4.1) could be solved more efficiently than previously realized. Furthermore, this could mean that the AMD hardware has $-\infty$ and $\infty$ constants already build-in. This, in turn, could constitute an important step towards hardware support of generalized FMA operations, needed to realize all kernels listed in Table 4.1.

6. Proposed generalized multiply-update operation. Let us now summarize the main points made thus far. First, future parallel computers will involve hundreds of millions (if not billions) of FMA units in a single (super)computing system. Such systems are likely to remain within the same (inflation adjusted) price range as today’s largest supercomputers. As a result, price per FMA unit will be further substantially reduced (likely to reach less than 1 US cent per GFlop). Second, unless a great progress is going to be made in the area of quantum computing, the limitations imposed by physics will not go away, keeping the design of computer hardware in a “physics box.” Furthermore, it is unclear if quantum computing will be applicable to all classes of computational problems. As a result, simplicity and uniformity of data movement has to become the guiding principle of design of both hardware and software for solving computationally intensive problems. This being the case, we predict a diminishing role of divide-and-conquer methods. Here, we mean approaches focused on replacing multiplications with additions/subtractions, and/or reduction of the total number of arithmetical operations, while introducing complex data movement and need for extra memory. Both of them are precisely the problems that stand in the way to development of exa/zetta-flop computers. Third, sometimes without realizing this, scientists solving large number of computational problems, have been working within algebraic semirings. Algebra of semirings involves not only standard linear algebra, but also a large class of other APPs.
Solutions to these problems involve execution of a large number of matrix “multiply-and-add” operations rooted in generalized scalar FMA operations. In this context, we have illustrated the positive effects of development of FMA processing units, and discussed potential benefits of “upgrading” such units to become generalized FMA units, capable of dealing with semiring-defined operations listed in Table 4.1. Finally, we have stressed that the world of scientific computing has reached the era of Ptolomeic epicycles, investigating methods, which are effective in squeezing performance of existing supercomputers, but are going to be ineffective in a long run.

Based on these considerations, we can define a generic form of the matrix “multiply-and-update” (MMU) operation

\[ C \leftarrow \text{GMMU}(\otimes; \oplus)(A; B; C) : C \leftarrow C \oplus A^T \otimes B^T / N, \]

where the $\otimes; \oplus$ operations originate from different matrix semirings, while $T/N$ denotes the fact the either (or both) matrix(ce)s $A$ and/or $B$ can be used in a transposed form. Note that, like in the scalar FMA operations, the generalized matrix addition or multiplication, can be implemented by making matrix $A$ (or $B$) = $I$ for addition, or matrix $C = 0$ for multiplication (where, the appropriate 0 and $I$ matrices have been defined in Section 4).

Finally, observe that the proposed approach leads to new ways of development (design and implementation) of efficient codes solving variety of APPs. Upon reflection, it should also become clear that this approach can be seen as a generalization of the level 3 BLAS. In Section 2 we have discussed the development of the BLAS standard, in the context of development of computer hardware, and growing understanding of the nature of computational linear algebra. We have also mentioned that the BLAS standard did not move smoothly from Fortran to the object oriented languages. Let us therefore, summarize the state-of-the-art in the area of object oriented BLAS and object oriented libraries for computational linear algebra.

7. State-of-the-art in object oriented BLAS. While our work extends and generalizes matrix multiplication, taking into account changes in computing that took place within last 30 years, its current realization should be object oriented. Therefore, let us start from a summary of selected object oriented realizations of numerical linear algebra in general, and BLAS in particular: MTL [11], uBLAS [4], TNT [8], Armadillo [3] and Eigen [7]. Other object oriented projects that could be considered pertinent to the material presented here, have been summarized in [54].

The uBLAS project [4] was focused on design of a C++ template class library for BLAS level 1, 2 and 3; for dense, packed, and sparse matrices. The primary goal of uBLAS was to provide usable software for the scientific computing community. However, its additional goal was to experimentally evaluate if the abstraction penalty, resulting from object orientation (use of matrix and vector classes), is acceptable. According to the information available at [4], the design of the uBLAS was guided by results originating from the following projects: (i) Blitz++ [1] by Todd Veldhuizen, (ii) POOMA [2] by Scott Haney et al., and MTL [11] by Jeremy Sick et al. Data found on the Web indicates that the project was completed around 2002 and later its results have been included in the BOOST [6] library of object oriented mathematical software. Comparing Web pages of the 2010 and 2012 releases of BOOST it is clear that the uBLAS is not developed further, but only maintained by the team of the BOOST project.

Year 2004, marks the end of the life cycle of the Template Numerical Toolkit (TNT) project from the NIST. The TNT is a collection of interfaces for sparse and dense matrices. In addition, a C++ reference implementations of these objects are provided. The library, while not updated since 2004, can still be downloaded from the project Web site and experimented with (the site is signed by Roldan Pozo, the last update took place in March 2004, and the project status is described as: active maintenance).

Interestingly, one of the projects that was taken into consideration while developing the uBLAS, the Matrix Template Library (MTL), outlived the explicitly traceable activity of the uBLAS project. Specifically, in 2005 the MTL project moved from US to Germany and changed the lead personnel. Furthermore, when designing the MTL 4, only the main ideas from the MTL 2 were used, but the code has been written from scratch. The MTL 4 team continued publishing research papers until, approximately, 2009. Since then the project was turned into a commercial endeavor through the SimuNova company, which provides open source, supercomputing, and GPU versions of the MTL 4.
Finally, there are two projects that are vigorously pursued today. These are the Armadillo (with the last release on February 20, 2013) and the Eigen (with the last release on November 5, 2012). Both of them provide support for an extensive set of matrix operations as well as other computational kernels (Eigen, in particular). While both libraries are open source, the Armadillo provides direct support for vendor optimized matrix libraries: MKL and ACML. The Eigen, on the other hand, has been optimized for vector processors (and specially optimized for small matrices), and accommodates large body of supplementary community implemented codes.

8. Initial object oriented model of generalized matrix multiplication. Following the ideas underlying the above summarized projects, as well as the main points discussed above, in Figure 8.1 we depict our proposed initial object oriented model for the generalized matrix multiplication. The proposed model is language independent, so that it will have to be appropriately adjusted if it is to be actually implemented, for instance, in C++ or Java. Here, and in the next section, we follow the lead of the creators of the BLAS standard, who in [44, 28, 27] have not only discussed the general ideas concerning BLAS, but also introduced some ideas concerning its implementation.

The main class of the proposed model is the Matrix class. This class is based on the user defined semirings, which are represented in the scalar_Semiring class. In Figure 8.1, we represent the fact that users can define different semirings. Specifically, defining a semiring involves defining the abstract (generalized) operations addition and multiplication (and closure for closed semirings), as well as special elements 0 and 1 (see, Section 4 and Table 4.1). In the case of the Matrix class, we can see that the matrix is defined by two generic parameters: matrix size $N$ and type of its elements.

The scalar_Semiring class is the basis for the MMU operation (it defines scalar operations within the generalized MMU). Our assumption is that implementation of this operation will be vendor-supported (in a similar way that the BLAS operations have been implemented by the Cray or the IBM). For instance, if specific scalar FMA operations, corresponding to the user defined semiring, are available in the hardware, they will be utilized in the implementation of the MMU operation. Furthermore, if parallel implementation of the MMU is supported on a given computer hardware (e.g. on a GPU), it will be used here.

9. Sample realization. Let us now outline the main features of the proposed realization of the above described approach. Here, let us observe that one of our important goals is to simplify code development (in a
way that the BLAS standard simplified it 30+ years ago). This means, that we want the code to be written by the programmer to be as simple as possible, with most details of the implementation hidden from her. In what follows, we distinguish between the user, who will use the proposed model to write codes to solve her problem and the implementer who will develop complete model of the generalized MMU. With this in mind, let us start from defining the interfaces. The first one of them is the interface Matrix_interface. This interface defines operations that are made available to the user to write his codes.

```c
/* T - type of matrix element */

interface Matrix_interface {
   Init(n);/ initialisation of square matrix nxn
   Matrix matrix0(n) {/*generalized zero matrix*/}
   Matrix matrix11(n) {/*generalized identity matrix*/}
   Matrix operator + /*generalized matrix addition A+B*/
   Matrix operator * /*generalized matrix product A*B*/
   Matrix transpose(A) {/*transposition of matrix A*/}
   /*generalized permutation of column i and j in matrix A*/
   Matrix Column_Permutation (A,i,j)
   /*generalized permutation of row i and j in matrix A*/
   Matrix Row_Permutation (A,i,j)
   ...
}
```

As we can see, the implementer is provided with ability to create matrix objects, as well and zero and identity matrices (for a given semiring). Furthermore, we define generalized multiply and add operators, as well as two permutation matrices. This interface can be extended to include other matrices / operations needed by the user.

The second interface is the scalar_Semiring_interface. This is where the scalar semiring is specified.

```c
/*Operations :*/
+ , *
...
}

abstract class scalar_Semiring {
   public:
      T -- type of element;
      zero , one :T;
       +: c=a+b;
       *: c=a*b;
}
```

Here, the generalized scalar operations + and *, as well as scalar elements 0 and 1 are specified, in the abstract class scalar_Semiring. Specification of this class has to be provided by the user to define the semiring that she would like to work with in her code.

With these two interfaces in place we can now define the core class Matrix. This class is not made visible to the user (it is internal to the proposed realization of the generalized MMU). It inherits the scalar_Semiring interface and implements the interface Matrix_interface.

```c
class Matrix inherit scalar_Semiring implement Matrix_interface {
   T: type of element; /*double, single,...*/
   n:int;
   // Methods
   Init(n);/initialisation of square matrix nxn
   Matrix matrix_0(n) {/*0 matrix*/}
```
Matrix matrix_1 (n) {/* identity matrix */
Matrix matrix_1P (i,j,n){
    /* identity matrix with interchanged columns i and j*/
}
Matrix transpose(A: Matrix){/*MMU-based transposition of A*/}
Matrix operator + {A,B: Matrix }
    { return MMU (A, matrix_1 (n), B,a,b)}
Matrix operator * {A,B: Matrix }
    { return MMU (A,B, matrix_0 ,a,b)}
Matrix Column_Permutation (A,i,j){
    P= matrix_1P (i,j,n);
    O= matrix_0 (n);
    return MMU (P,A,O)}
Matrix Row_Permutation (A,i,j){
    P= matrix_1P (i,j,n);
    O= matrix_0 (n);
    return MMU (A,P,O)}
... 
private MMU(A,B,C: Matrix (n)){
    return "vendor/implementer specific realization of 
    MMU = C + A*B where + and * are from class scalar_Semiring"}
...
}

The most important part of this class is the private function MMU. This is the actual realization of the MMU operation (see, equation 6.1). It is implementer/vendor specific. In other words, user can perform matrix operations: \( A \oplus B \), \( A \odot B \), or \( C \oplus A \odot B \), written in the code as \( A + B \), \( A \cdot B \), or \( C + A \cdot B \) without any knowledge that they are actually realized through invocation of the MMU function. Furthermore, the MMU function can be implementer specified or hardware vendor provided, and be based on any of the existing matrix multiplication algorithms (see, section 3).

As far as the matrices in transposed form are concerned, we have to distinguish two senses in which the transpose can materialize. First, transpose may appear as an operation that has to be actually performed on a matrix. In this case, we will apply the transpose(A) operation (available within the Matrix class; see, also [64]). However, transpose may also appear within the context of the MMU operation. Here, as shown in [62], as long as the transpose concerns only one of the two matrices (\( A \) or \( B \)), it is possible to complete the MMU operation without actually transposing the matrix. Therefore we assume here, that the compiler confronted with code involving \( C \leftarrow C + \text{transpose}(A) \cdot B \) or \( C \leftarrow C + A \cdot \text{transpose}(B) \), will call the appropriate implementation of the MMU. In the case, when the user asks for \( C \leftarrow C + \text{transpose}(A) \cdot \text{transpose}(B) \), the actual transpose will be performed on one of the two matrices (e.g. transpose(A)) and then the appropriate MMU implementation will be called to complete the operation (e.g. \( C \leftarrow C + A \cdot \text{transpose}(B) \)).

Observe also, that matrix column permutation and matrix row permutation have been defined as operations Column_Permutation and Row_Permutation, which are implemented through a call to the MMU function with appropriate matrices (see, also [69]).

In the next snippet we show the class scalar_Semiring, rewritten for the Shortest Path Problem (point 2, in Figure8.1). After defining this class the user can simply apply the MMU operation within his implementation of the solver. Obviously, this operation can be applied to the whole matrix or to appropriate blocks (in a blocked solver).

```c
/*T = R+ PLUS infinity, general add = min,
general product = +, ZERO = infinity, ONE = 0; */
class scalar_Semiring {
    zero="infinity";
```
7 one=0;
8 scalar operator +(a,b:T){return min(a,b)};
9 scalar operator *(a,b:T){return a*b};
10 }

Observe that after this definition, operation defined in the code as $C + A * B$ (with or without the transpose) will be performed within the needed semiring. Obviously, similar definitions can be easily instantiated on the basis of the remaining semirings listed in Table 4.1, as well as semirings materializing in other AAPs.

10. Concluding remarks. The aim of this paper was to summarize and extend recent research results concerning role of dense matrix multiplication in scientific computing. First, it was argued that with the decreasing price of arithmetical operations and abundance of memory, and the increasing cost of data access / move, the old approaches that focused on reducing number of arithmetical operations and memory use need to be reconsidered. Second, it was shown how the Algebraic Path Problem unifies different problems through the theory of algebraic semirings. This allowed to define the generalized matrix multiply and update operation. Finally, a language independent object oriented model of this operation was presented. In the near future we plan to combine the proposed approach with the, recently introduced, mesh-of-tori based systems (see, [63]) to show how it can be effectively applied to a larger class of matrix “manipulations” implemented through matrix multiplications.
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