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Abstract. In recent years, with the rapid development of big data technology, more and more data are continuously generated with the summary of university systems. Therefore, how to use these educational data to provide more scientific decision-making information for university information builders is very important. This research collected various educational data through the network teaching system and campus information system. After that, the collected data was used to analyze the students’ online behavior and to excavate valuable behavioral characteristics. In addition, the experiment also proposed indicators to describe students’ behavior, such as network course behavior, network viscosity and life regularity, to provide the basis for the subsequent abnormal performance prediction model. Finally, the experiment used DBSCAN algorithm based on distance optimization for clustering analysis, and constructed a NA model based on multiple classifiers. The research results showed that when, the SC value was 0.711, which was the optimal solution of D-DBSCAN algorithm. At this time, the corresponding number of clusters was 4. When N=2, that was, the base classifier of NA model is composed of C4.5 model and SVM model, the prediction accuracy and time consumption are the most appropriate. The accuracy, recall and F1 values of NA model were 98.16%, 97.26% and 0.958 respectively, which was better than that of single model. To sum up, the NA model based on classifiers proposed in the study had higher accuracy and better model performance, can effectively reflect students’ academic level, and could provide accurate abnormal performance data for college sports online teaching tests.
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1. Introduction. With the rapid development of modern information technology, the construction of network education has gradually improved. Therefore, a large number of education data are gathered [1]. How to excavate valuable information from these educational data has become a problem faced by university informatization builders. Education Data Mining (EDM) can provide more scientific and accurate basis for university administrators’ management decisions [2]. Social psychology theory shows that human behavior is determined by subjective norms, attitudes and perceived behavior control [3]. Therefore, through the analysis of students’ behavior, we can reflect on individual behavior attitudes and tendencies. In the construction of university informatization, there will be a large number of student behavior data such as achievement data, library related data and network log data. These data reflect students’ learning attitude and learning status, and can provide data basis for the analysis of students’ behavior logs [4].

At present, most colleges and universities have realized the construction of online teaching platform, so that students can obtain tutorial resources. For students with strong self-discipline ability, this can help them improve their academic level [5, 6]. However, for students with poor self-control, disordered lifestyles and improper internet use have caused significant negative impacts that cannot be ignored.

Students spend a lot of time on socializing, entertainment, and games, exacerbating the risk of entrepreneurial failure, and in severe cases, even psychological problems may occur [7]. In addition, most of the current research on the analysis of academic performance in various universities is based on shallow level analysis of simple data and models, with a single field oriented approach, such as campus card consumption data and online education platform data.

There has been no research on the impact of combining online behavior with other data on academic performance. Therefore, it is very important to accurately predict students’ academic performance and pay attention to students’ abnormal performance data. Through the above means, students’ online behavior can
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also be predicted and potential risks can be effectively prevented.

In order to carry out personalized teaching for different student groups, discover the abnormal behavior of students in time, and evaluate students comprehensively and objectively, this study conducted data mining on the network use behavior and campus behavior log of students in a university’s physical education network teaching. The experiment digitally analyzes the focus of students’ academic level analysis, and finally proposes a N-Adaptive Boosting (NA) model based on multiple classifiers to predict students’ grades.

2. Related Work. In recent years, the rapid development of big data technology has promoted changes again and again, laying a technical foundation for data mining in the field of education. EDM focuses on students and changes the traditional collective education mode to personalized learning mode. This method prepared individual learning reports by recording students’ learning behaviors and data in online education. EDM mainly analyzed the potential laws in students’ learning process, so as to achieve the goal of promoting students’ effective learning [8]. To make effective project decisions, Yahya A A first thoroughly understood the internal relationship and mutual relationship between the project education objectives (PEO) and student outcomes (SO), and proposed a method based on data mining to mine relevant knowledge. In the experiment, Apriori algorithm was applied to the dataset to generate management rules. The experiment finally confirmed the effectiveness of the mined knowledge for engineering education decision-making [9].

To explore the relationship between students’ online courses and final exam scores, Kerzic D and others selected first-year undergraduate students from the School of Administration of the University of Ljubljana to carry out the experiment. Orange data mining software was used for two prediction modeling tasks. The research results showed that there was a strong relationship between students’ performance in online education tests and their final results [10].

To analyze the utility and applicability of deep learning in EDM and learning analysis, Doleck T and others compared the prediction accuracy of current mainstream deep learning algorithms. The research results showed that the deep learning method showed the same performance as other machine learning methods [11]. Fan J et al. applied data mining technology to the development of university information management system based on the role of modern management in cultivating talents and serving the society. The research results showed that data mining could greatly improve the data analysis ability and management level of managers in the application of university informatization [12].

With the improvement of university information system construction, it has accumulated a huge amount of student learning data. This provides a data basis for the analysis and modeling of students’ learning behavior under the condition of big data [13]. However, how to use a large number of student behavior data for modeling to further achieve the analysis and evaluation of academic level is still concerned by many researchers. Joshi A et al. proposed a new integrated machine learning model (CatBoost) to predict students’ academic performance. The experimental results showed that the accuracy of the model is 92.27%, which verified its reliability. The proposed model helped educators identify students at early risk [14].

Ade R proposed a classifier that combines fuzzy ARTMAP and Bayesian ARTMAP classifiers, and predicted students’ learning achievements. The experimental results verified the good accuracy of this method in predicting students’ performance [15]. Deepika K proposed a hybrid feature selection method of random forest (RBF-FE) based on unused education data, which combined Relief-F and budget tree. Compared with the existing logistic regression model, the SAP accuracy of this method had increased by 6.85% [16]. To improve students’ academic performance, Yusuf A proposed a performance prediction model using stack classifier and composite minority oversampling technology. The research results showed that this technology improved the performance of data mining models [17].

To sum up, data mining in the field of education has important practical significance for teaching management and the prediction of students’ academic level. With the continuous improvement of online education and university information construction, online education behavior has also become an important influencing factor. In order to explore the impact of college students’ online behavior data on the prediction of students’ abnormal academic performance, this experiment depicts students’ behavior portraits from a new perspective. The experiment uses DBSCAN clustering method to classify different student behavior portraits, and finally constructs a prediction model of student performance anomalies based on multiple classifiers.
3. The Construction of Student Achievement Anomaly Prediction Model Based on Multiple Classifiers.

3.1. Analysis of College Students’ Behavior Data. With the continuous promotion of digital construction in colleges and universities, online education has rapidly entered the plan of college administrators [18]. Student behavior data analysis mainly refers to the use of data mining technology to mine the hidden information and patterns in student behavior log data, and then extract effective features to predict academic level. EDM is a unique branch of the education field. It is a mining technology that uses computer science and data mining technology to obtain special types of data in the education system. This technology extracts and analyzes valuable information under the guidance of psychology and planned behavior, and then discovers students’ learning patterns.

EDM inherits the complete process of data mining technology, including data collection, desensitization, preprocessing, mining, and result evaluation and interpretation. See Figure 3.1 for the detailed process. According to data types and mining purposes, EDM methods are mainly divided into four types: clustering algorithm, association algorithm, classification algorithm and regression algorithm. The classification algorithm belongs to supervised learning. It mainly mines the relevance between daily data records and their labels through the known target categories in the data, and classifies them into corresponding categories [19]. After comprehensive consideration, the current mainstream decision tree model (DT), support vector machine (SVM) and integrated learning algorithm (IL) are used in this study [20, 21, 22]. The most classical algorithm in DT is ID3 algorithm. However, in the case of obvious differences and small sample size, the characteristics will be ignored. To solve the above problems, the experiment uses C4.5 algorithm to optimize ID3 algorithm, and uses information gain rate as the standard of feature selection. C4.5 algorithm not only improves the prediction ability of feature points in missing value processing, but also can process and predict discrete and continuous eigenvalues. C4.5 algorithm uses information gain rate to select the optimal partition attribute, see 3.1.

$$\begin{align*}
GR(B|A) &= \frac{IG(B|A)}{IV(A)} \\
IV(A) &= \sum_{m=1}^{M} \frac{|B_m|}{|B|} \log_2 \frac{|B_m|}{|B|}
\end{align*}$$

(3.1)

In equation 3.1, $B$ is the sample set; $A = a_1, a_2, \ldots, a_m$ has a total of values. If $B$ is divided by $A$, $M$ branch nodes will be generated. Among them, the $m^{th}$ node contains samples with the value of $a_m$ on all attributes $A$ in $B$, which is recorded as $B_m$. $IG(B|A)$ is defined as the information gain of attribute $A$ to $B$. $IV(A)$ is the intrinsic value of property $a$. The larger the value of $M$, the greater the value is. C4.5 algorithm can provide effective decision-making for students’ behavior analysis, but small changes in data will cause changes in feature selection, and ultimately lead to sudden changes in decision-making logic. SVM is a kind of supervised learning model, which can be used not only for classification problems, but also for nonlinear regression problems. The classification principle of SVM is shown in Figure 3.2.

For linearly separable samples, the calculation of the optimal hyperplane $HP$ is actually a convex quadratic programming problem. In Figure 3.2, there is a sample data set $D$. And hyperplane $HP_1$ and $HP_2$ are expressed.
Fig. 3.2: Principle of SVM Model

In equation 3.2, \( \alpha \) is the normal vector of the hyperplane; \( g \) is the distance between the hyperplane and the coordinate origin. The support vector is consistent with \( HP_1 \) and \( HP_2 \). The classification interval \( \text{Margin} \) is the projection of the difference of heterogeneous support vectors at \( \alpha \), as shown in equation 3.3.

\[
M = \frac{2}{\|\alpha\|} \tag{3.3}
\]

To maximize \( \text{Margin} \), it is need to solve the convex quadratic programming problem. For optimization problems with constraints, Lagrange function optimization is usually used, that is, adding Lagrange multiplier \( \delta_j \geq 0 \) to each constraint. The original problem can be transformed into equation 3.4.

\[
\begin{aligned}
\max & \sum_{j=1}^{n} \delta_j - \frac{1}{2} \sum_{j=1}^{n} \sum_{k=1}^{n} \delta_j \delta_k v_j v_k u_j u_k \\
\text{s.t.} & \sum_{j=1}^{n} \delta_j v_j = 0, \quad j = 1, 2, \ldots, n.
\end{aligned} \tag{3.4}
\]

According to equation 3.4, the expression of SVM model can be obtained, see equation 3.5.

\[
f(u) = \sum_{j=1}^{n} \delta_j v_j u_j^T u + g \tag{3.5}
\]

According to equation 3.2, the result of SVM model is only related to support vector. However, in practical applications, there are many factors that can cause nonlinear classification of sample data. Therefore, nonlinear SVM model came into being. The sample data of low latitude is transformed into high dimensional space through kernel function, so that the sample data becomes linearly separable in high dimensional space. The principle of nonlinear SVM model is as follows. Assuming that there is a mapping function \( \zeta(u) \) for vector \( u \), the hyperplane expression can be obtained, as shown in equation 3.6.

\[
f(u) = \alpha^T \zeta(u) + g \tag{3.6}
\]

Then the operation is similar to linear SVM model, add \( \delta_j \). The minimum value problem can be transformed into the maximum value problem under limited conditions. It is difficult to calculate \( \zeta(u) \) in the feature space, so the mapping relationship can be transformed. That is, the inner product of \( u_j \) and \( u_k \) in the mapping space...
is equal to the function value calculated by function $\psi(u)$ in the original space. Finally, the nonlinear SVM model can be obtained, see equation 3.7.

\[
f(u) = \sum_{j=1}^{n} \delta_j v_j \psi(u_j, u_k) + g \tag{3.7}
\]

In equation 3.7, $\psi(u)$ is the kernel function. Different kernel functions can be used for micro-mapping in experiments. At present, the commonly used kernel functions include Gaussian kernel function and sigmoid kernel function. The principle of IL algorithm is to generate multiple weak classifiers through training data. Then, according to a certain rule or integration strategy, multiple weak classifiers are combined into a strong classifier, and then the final decision is made. At present, the most common IL algorithms are Bagging algorithm and Boosting algorithm. For the classification problem of class prediction, the IL algorithm integrates the results of the base classifier into a voting strategy, including simple voting and weighted voting. See equation 3.8 for corresponding discrimination results.

\[
\begin{aligned}
L_1(u) &= \text{argmax}(N_j) \\
L_2(u) &= \text{sign}\left(\sum_{j=1}^{n} \vartheta_j l_j(u)\right)
\end{aligned} \tag{3.8}
\]

In equation 3.8, $L_1(u)$ and $L_2(u)$ are the final results of simple voting and weighted voting respectively; $N_j$ is the number of base classifiers whose output result is category $j$; $\vartheta_j$ is the weight assigned to the $j$th base classifier; $l_j$ is the judgment result of the $j$ base classifier.

4. Design of Student Achievement Anomaly Prediction Model Based on Distance Optimization and Multiple Classifiers. The data of the study comes from the campus all-in-one card data of a university student and the test result data of online physical education teaching. The study collected relevant data from 53 universities across the province from October 2022 to June 2023 for four grades, making the behavioral analysis results more effective. After data acquisition, desensitization of data records is required. The desensitization process includes five types of fields: name, electronic account, student number, IP address and URL. After data desensitization, data pretreatment is also required. The preprocessing process is as follows: First, delete the vacant data record in the dataset directly; Then filter the duplicate values and keep the first record. The test result data of students’ physical education online teaching includes the test results and credits of each course. To carry out a comprehensive assessment and evaluation index of students’ academic level, the research selects the test results of compulsory and optional courses in physical education network teaching for weighted average processing. According to the final weighted average score, students are divided into four performance groups, namely, abnormal group, passing group, excellent group and non-excellent group. The abnormal group is the student with less than 60 scores, and the passing group is the student with more than 60 scores; The excellent group is the students with more than 90 points, and vice versa. The abnormal group can detect the students who have the risk of abnormal test results; The excellent group can test the behavioral characteristics of students with excellent academic level. Finally, according to the above standards, students’ grades are given corresponding labels. Through the above analysis, we can get three behavioral construction indicators of network behavior, network viscosity and life regularity, and then build a feature library of student behavior portraits. See Table 4.1 for details.

According to the above student portrait description indicators, the research uses the Density-Based Spatial Clustering of Applications with Noise based on Distance Optimization (D-DBSCAN) algorithm to cluster college student groups. This method divides students into groups with different performance differences to explore the differences between students’ network behaviors under the condition of different academic achievements. The principle of DBSCAN algorithm is shown in Figure 4.1.

In Figure 4.1, $u_1$ and $u_2$ are the core points; $u_3$ and $u_4$ are boundary points; $u_2$ direct from $u_1$ density; $u_3$ direct from $u_2$ density; $u_4$ direct from $u_1$ density; $u_4$ connected to $(A^\infty)$ density. DBSCAN algorithm has the following advantages: the clustering process is not affected by the noise in the sample set; The number of clusters does not need to be given in advance; The clustering results are not biased. However, DBSCAN algorithm has the following shortcomings: it is difficult to select the initial parameter neighborhood radius $\chi$
Table 4.1: Three Aspects of Behavioral Evaluation Indicators

<table>
<thead>
<tr>
<th>Behavior</th>
<th>Field name</th>
<th>Field type</th>
<th>Field Description</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Network behavior</td>
<td>Enum</td>
<td>Evaluate students’ preference for online physical education courses</td>
</tr>
<tr>
<td></td>
<td>Network stickiness</td>
<td>Enum</td>
<td>Evaluate students’ dependence on the network</td>
</tr>
<tr>
<td></td>
<td>Regularity of life</td>
<td>Enum</td>
<td>Evaluate whether students’ self-study is regular</td>
</tr>
<tr>
<td>Network behavior</td>
<td>Frequency of sports video</td>
<td>Numerical type</td>
<td>Frequency of visits to online physical education courses every month</td>
</tr>
<tr>
<td></td>
<td>Knowledge frequency</td>
<td>Numerical type</td>
<td>Frequency of visiting knowledge websites every month</td>
</tr>
<tr>
<td></td>
<td>Game frequency</td>
<td>Numerical type</td>
<td>Frequency of visiting game websites every month</td>
</tr>
<tr>
<td></td>
<td>Social frequency</td>
<td>Numerical type</td>
<td>Monthly visits to social networking sites</td>
</tr>
<tr>
<td>Network stickiness</td>
<td>Online time</td>
<td>Numerical type</td>
<td>Distribution range of online time of students every month</td>
</tr>
<tr>
<td></td>
<td>Online duration</td>
<td>Numerical type</td>
<td>Average online time of students per month</td>
</tr>
<tr>
<td></td>
<td>Online days</td>
<td>Numerical type</td>
<td>Number of days students are online per month</td>
</tr>
<tr>
<td>Regularity of life</td>
<td>Self-study duration</td>
<td>Numerical type</td>
<td>Average time spent on self-study in the online library every month</td>
</tr>
<tr>
<td></td>
<td>Number of days to enter</td>
<td>Numerical type</td>
<td>Number of days to access the library website every month</td>
</tr>
</tbody>
</table>

Fig. 4.1: Principle of Dbscan Algorithm

and density threshold $minPts$; Not suitable for sample sets with uneven density and large distance space; In the case of high dimension of sample set, accurate clustering cannot be achieved. In view of the above problems, the D-DBSCAN algorithm is proposed. The algorithm automatically selects the value of $\chi$ according to the characteristics of $minPts$ and the data distribution density in the data set. Assuming the existence of sample set $Q = u_1, u_2, \ldots, u_n$, the density can be obtained. For $u_j \in Q$, the density of $u_j$ is in the neighborhood of $u_j$, and the number of data points is shown in equation 4.1.

$$N(u_j) = \{ u_k \in Q | 0 < distance(u_j, u_k) < \chi \}$$  \hspace{1cm} (4.1)

In equation 4.1, $distance(u_j, u_k)$ is the distance between $u_j$ and $u_k$. For the sample point $u_j$ in the neighborhood of the core point $u_k$, the distance coefficient between $u_k$ and $u_j(A)$ can be obtained as equation 4.2.

$$\gamma = \frac{N(u_k)}{N(u_j)}$$  \hspace{1cm} (4.2)
According to the above definition, the D-DBSCAN algorithm flow can be obtained, as shown in Figure 4.2.

According to the extracted student behavior characteristic data set, the meaning, dimension and order of magnitude of each characteristic index in the multidimensional characteristic data set are different. It is very inappropriate to directly conduct data mining without considering the dimension of feature vectors before knowing the influence of feature vectors on the calculation results. Therefore, in order to ensure the reliability of the results and the validity of the model, before entering the model, it is necessary to standardize the data set of the original features, so that each feature has an equal amount of influence factors in the initial state. The commonly used standardization methods include deviation standardization (DS) and Z-csore standardization. In DS, for sequence $U = u_1, u_2, \ldots, u_j, j \in 1, 2, \ldots, n$, if the characteristic index is the greater the better type index or the smaller the better type index, equation 4.3 can be obtained.

$$
\begin{align*}
    v_j &= \frac{u_j - \min(U)}{\max(U) - \min(U)} \\
    v_j &= \frac{\max(U) - u_j}{\max(U) - \min(U)}
\end{align*}
$$

(4.3)

DS method is simple and easy to implement, but it is easy to be affected by outliers or outliers, and easy to increase the calculation amount. The standardized expression of Z-csore is shown in equation 4.4.

$$
v_j = \frac{u_j - \bar{u}}{\sigma}
$$

(4.4)

In equation 4.4, $\bar{u}$ and $\sigma$ are the average and standard deviation of sequence $U$ respectively. This method is applicable to the case of outliers in the feature data set. AB (Adaptive Boosting, AB) model is one of the most classical algorithms in Boosting model. It adopts the idea of joint decision to improve the classification accuracy. However, due to the same type of base classifier, the model still has the limitations of a single classifier in the learning process. The principle of AB model is studied, and a NA model based on multiple classifiers is established. NA models no longer use a single classifier as a base learner, but integrate multiple classifier models to avoid the problem that similar classifiers perform well in a certain aspect, where N represents the number of classifier models. In the training process, the base learner is composed of multiple classifier models. Each classifier model will learn and classify the training samples, and the obtained training results are decided by several classifier models using simple voting. During each iteration, the training sample data set is used to pass several classifier models and the model is fitted using the same weights. By integrating different classifier models,
(a) Comparison of contour coefficients of two algorithms under different parameters

(b) Values of D-DBSCAN algorithm under different minPts

Fig. 5.1: The Results of the Contour Coefficients of the Two Algorithms and the Values of D-DBSCAN under Different

this model overcomes the classification limitations brought by a single learner and makes the performance of
the classifier complementary. The flow of NA model is as follows: there is training data set $G_j$; The number
of iterations is $N$, and the weight distribution of the initial training sample is shown in equation 4.5.

\[
W_1 = (w_{1,1}, w_{1,2}, \ldots, w_{1,j})
\]

\[
w_{1,j} = \frac{1}{N}, 1, 2, \ldots, N
\]

Then construct learning algorithm $\Gamma$, which is composed of $j$ classifiers $C_j(u)$. In the algorithm, $C_j(u)$ training
data are used for classification prediction, and the classification results are counted. Return the final classification
result to $\Gamma$ through a simple voting algorithm. For $n = 1, 2, \ldots, N$, use the training data set with
weight $W_n$ to train the base $\Gamma$. Input the integrated classifier model $C(u)$ to get the weak classifier $R_n(u)$, see
equation 4.6.

\[
R_n(u) = \Gamma(G_j, W_n, C(u))
\]

Calculate the classification error rate of $R_n(u)$ for the training data set, and then calculate the weight of $R_n(u)$
in the strong classifier according to the classification error rate, and update the weight distribution of the
training sample set. After iteration $N$ of the above process, the final classifier result can be obtained, as shown
in equation 4.7.

\[
F(u) = \text{sign} \left( \sum_{j=1}^{N} \theta_n R_n(u) \right)
\]

In equation 4.7, $\theta_n$ is the proportion of $R_n(u)$ in the strong classifier. According to the prediction results of
the algorithm, students’ abnormal grades are filtered.

5. Result Analysis of NA Model. To evaluate the clustering effect of the D-DBSCAN algorithm pro-
posed in the study, and determine the optimal number of clusters. Silhouette Coefficient (SC) was selected
for evaluation. SC can evaluate the cohesion and separation between sample data points at the same time,
and can evaluate the clustering effect when the formal sample data set category is unknown. The research
selects DBSCAN algorithm and D-DBSCAN algorithm for comparison, and obtains the results of the contour
coefficients of the two algorithms and the values of D-DBSCAN under different $\text{minPts}$ conditions, as shown
in Figure 5.1. It can be seen from Figure 5.1a - that DBSCAN algorithm needs to constantly find the optimal
Table 5.1: Comparison Results of Operation Time of Two Algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Total running time (s)</th>
<th>Total operation times/time</th>
<th>Total operation times/time</th>
</tr>
</thead>
<tbody>
<tr>
<td>DBSCAN algorithm</td>
<td>2617.00</td>
<td>100</td>
<td>26.17</td>
</tr>
<tr>
<td>D-DBSCAN algorithm</td>
<td>2904.60</td>
<td>10</td>
<td>290.46</td>
</tr>
</tbody>
</table>

Fig. 5.2: The use of different groups in sports online education

solution of $\minPts$ and $\chi$. When $\chi = 0.1$, $\minPts$ is any value, and the corresponding SC value is negative. It shows that the clustering effect is the worst at this time. When $\chi = 0.9$ and $\minPts = 6$, the SC value is 0.643, and the parameter is the optimal solution. DBSCAN++ represents that the algorithm only needs one parameter, so it only needs to find the optimal solution under different $\minPts$. D-DBSCAN algorithm has better clustering effect than DBSCAN algorithm for other parameter values except $\chi$. From Figure 5.1b, when $\minPts = 6$, the SC value is 0.711, which is the optimal solution of the D-DBSCAN algorithm. Compared with DBSCAN algorithm, D-DBSCAN clustering performance is improved by 10.6%, and the corresponding number of clusters is 4. The results show that when clustering students’ behavior characteristics, the number of clusters is 4, and the corresponding SC value is 0.711, which is the best clustering effect.

Table 5.1 shows the comparison results of the operation time of the two algorithms. It can be seen from Table 2 that DBSCAN algorithm performs 100 operations on the two parameters and; D-DBSCAN algorithm performs 10 operations on to obtain better clustering results. The average single run time of D-DBSCAN algorithm is 11.10 times that of DBSCAN algorithm, but its total run time is 1.11 times that of DBSCAN algorithm, and the calculation time is 9% longer than DBSCAN algorithm. The above results are due to the fact that compared to other algorithms, the D-DBSCAN algorithm proposed in the study can discover clusters with different shapes and adaptively select appropriate neighborhood radii, making it more suitable for analyzing complex academic behavior of students in universities.

See Figure 5.2 for the results of the use of different groups in sports online education. In terms of connection frequency between the abnormal group and the passing group, the passing students have more access to the network physical education curriculum resources than the abnormal students; In terms of social behavior in online classroom, the two groups of students visited the same. In the comparison between the excellent group and the non-excellent group, the excellent students have the highest connection frequency in the social aspects of sports online education class, and the connection frequency in sports knowledge is 1.7 times of the non-excellent students.

Figure 5.3 shows the results of online duration of online physical education courses for different groups of students each month. The students in the abnormal group generally spend less time in physical education courses than the students in the passing group. During the four months of learning, the online duration of
students in the abnormal group was more scattered, and the online duration of students in the abnormal group was significantly reduced near the test. The average online duration of the excellent group is the highest, and the distribution is more concentrated, and the overall performance of the semester is also more stable.

Figure 5.4 shows the results of relevant indicators of the self-study network of different groups of students in the library every month. 1-4 corresponds to the passing group, abnormal group, excellent group and non-excellent group respectively. The students in the abnormal group have significantly lower online duration and online days of self-study, which indicates that the students in the abnormal group will not have less time to self-study. The students in the excellent group showed lower variance in both indicators. It shows that the data of the excellent group converges, indicating that the behavior pattern of the excellent students is more fixed. From the overall performance analysis, the difference between the abnormal group and the qualified group is more obvious. Therefore, it is easier to find students with abnormal results in the test in the subsequent prediction.

To verify the performance of the model proposed in the study, the study used the tenfold cross-validation method for training evaluation. The experiment selects the average of accuracy and F1 value as the final result.
Research on Detection Technology of Abnormal Data in College Physical Education Network Teaching Test Results

Table 5.2: Prediction Results of Different Models for Each Group in Physical Education Network Teaching Test

<table>
<thead>
<tr>
<th>Group</th>
<th>Model</th>
<th>Accuracy (%)</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abnormal group/pass group</td>
<td>C4.5</td>
<td>66.34</td>
<td>79.89</td>
<td>68.30</td>
<td>0.743</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>67.57</td>
<td>83.20</td>
<td>69.06</td>
<td>0.756</td>
</tr>
<tr>
<td></td>
<td>IL</td>
<td>60.18</td>
<td>77.03</td>
<td>63.20</td>
<td>0.691</td>
</tr>
<tr>
<td></td>
<td>NA</td>
<td>97.93</td>
<td>98.63</td>
<td>83.27</td>
<td>0.801</td>
</tr>
<tr>
<td>Abnormal group/excellent group</td>
<td>C4.5</td>
<td>72.83</td>
<td>70.42</td>
<td>75.63</td>
<td>0.743</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>73.35</td>
<td>73.86</td>
<td>77.49</td>
<td>0.757</td>
</tr>
<tr>
<td></td>
<td>IL</td>
<td>65.40</td>
<td>66.34</td>
<td>69.73</td>
<td>0.672</td>
</tr>
<tr>
<td></td>
<td>NA</td>
<td>98.16</td>
<td>98.58</td>
<td>97.26</td>
<td>0.958</td>
</tr>
</tbody>
</table>

Figure 9 shows the prediction accuracy and consumption time results of each group of samples at different N. Figure 5.5a- shows that in the abnormal group and the qualified group, the excellent group and the non-excellent group, the prediction accuracy rate is the highest when N=3, but the integration rate is lower when compared with N=2. In the excellent group and the abnormal group, the prediction accuracy is the highest when N=3. Figure 5.5b shows that when N=3, it takes 50 seconds. However, combined with the accuracy curve, when N=2, the accuracy can be effectively improved in the case of similar time consumption. Therefore, select N=2, that is, the base classifier is composed of C4.5 model and SVM model, as the NA model. By comparing the results of multiple experiments mentioned above, the effectiveness of the NA model in predicting academic performance in online physical education teaching in universities can be determined. By studying the impact of the value of N in the NA model, a solid data foundation has been laid for predicting academic performance in a wider range of related universities in the future.

Table 5.2 shows the prediction results of different models of each group in the physical education network teaching test. Compared with the other three models, the accuracy of NA model was 97.93% for the students in the abnormal/passing group. The recall rate of SVM represents that 69.06% of the positive samples are accurately predicted; The NA model iteratively trains the base learner, so its accuracy is 31.59% and 30.36% higher than C4.5 model and SVM model. The F1 value of NA model is also the highest, 0.801. In the abnormal group/excellent group, the accuracy rate of the model was 98.16%; The recall rate was 97.26%; F1 value is 0.958. The research results show that the integrated learning algorithm performs better than the single prediction model in the prediction of sports network teaching results, and can accurately predict students’ abnormal results. The above results are due to the fact that compared to a single prediction model, the NA
model proposed in the study is no longer limited to the use of a single algorithm. Instead, based on the characteristics exhibited by behavioral data, a NA model composed of multiple classifiers is used for prediction analysis, complementing the advantages of different classification models, improving the shortcomings of the model, and thereby improving the prediction accuracy of the model, which is better used for predicting grades in online physical education teaching in universities. To further validate the effectiveness of the NA model proposed in the study in practical applications, the study randomly selected student D from a certain university for analysis and score risk prediction.

The data analysis and performance risk prediction results of student D are shown in Figure 5.6. From Figure 5.6, it can be observed that the time distribution of student D’s online presence during the day is maintained for a long time from 11:00 to 13:00 and from 19:00 to 23:00. And through its network distribution in the Xi’an market within a week, it was found that the student’s average online duration was significantly higher than that of the college. In the online upload and download traffic of student D, it was found that the usage was highest on January 12th and lower on January 11th. Through the access to network resources, it was found that video accounted for the most at 23%, while shopping and knowledge accounted for the least at 2% and 7%, respectively. Based on the above analysis of results, the network usage of student D is high, the network viscosity is severe, and their life is irregular. The predicted result is a failure. Through the above analysis and risk warning, administrators can save the risk list of failing students for further offline communication and communication, improve their non-standard life behavior, and enhance their academic level. In summary, the
application of NA model in online teaching and testing of physical education in universities can more efficiently manage and communicate with different students, improve their academic performance, and provide higher quality students to society.

6. Conclusion. The development of education informatization has made a huge collection of education data. How to mine valuable information from a large number of data and accurately classify and predict the students with abnormal results in the physical education network teaching test is an important means to help managers make scientific decisions. This research was based on the feature library of student behavior portrait, and used D-DBSCAN algorithm for clustering analysis. The experiment constructed a multi-classification based NA model to predict the abnormal scores of students in college physical education network test. The experimental results showed that when, the SC value was 0.711, which was the optimal solution of D-DBSCAN algorithm. At this time, compared with DBSCAN algorithm, D-DBSCAN clustering performance was improved by 10.6%, and the corresponding number of clusters was 4. When N=2, that was, the base classifier of NA model was composed of C4.5 model and SVM model, the prediction accuracy and time consumption were the most appropriate. Compared with C4.5 model, SVM model and IL model, the accuracy, recall rate and F1 value of NA model were 98.16%, 97.26% and 0.958 respectively. To sum up, the NA model based on classifiers proposed in the study had better performance and could accurately predict the abnormal performance of students in college physical education network teaching test. However, there are still shortcomings in this study. For example, the amount of research data is not very large. With the development of high-performance computing technology, high-performance platforms can be used to build a distributed cluster environment in future research. And then realize the parallelization of student behavior data processing and calculation, and improve the operation efficiency of the overall model.
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