DETECTING ACADEMIC AFFECTIVE STATES OF LEARNERS IN ONLINE LEARNING ENVIRONMENTS USING DEEP TRANSFER LEARNING
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Abstract. Online Learning Environments (OLEs) have become essential in global education, especially during and after the COVID-19 pandemic. However, OLEs face a challenge in recognizing student emotions, hindering educators' ability to provide effective support. To address this issue, researchers emphasize the importance of a balanced dataset and a precise model for academic emotion detection in OLEs. However, the widely-used DAiSEE dataset is imbalanced and contains videos captured in well-lit environments. However, real-time observations reveal students' diverse lighting conditions and proximity to cameras. Consequently, models trained on DAiSEE dataset exhibit poor accuracy. In response, this work suggests a customized DAiSEE dataset and proposes the Xception-based transfer learned model and AffectXception model. Our customization process involves selectively extracting single-label frames with intensity levels 2 or 3 from the original DAiSEE dataset. To enhance dataset diversity and tackle the issue of dataset imbalance, we meticulously apply data augmentation techniques on these extracted frames. This results in frames that showcase variations in lighting, both low and high, as well as diverse camera perspectives. As a result, the customized DAiSEE dataset is now well-balanced and exceptionally suitable for training deep learning models to detect academic emotions in online learners. Then we trained and tested both proposed models on this dataset. The AffectXception model outperforms existing models, achieving significant improvements. For Boredom, Engagement, Confusion, and Frustration, it attains accuracy rates of 77%, 79.28%, 83.76%, and 91.87%, respectively. Additionally, we evaluate the AffectXception model on the Online Learning Spontaneous Facial Expression Database (OL-SFED), obtaining competitive results across various emotion classes. This work empowers educators to adjust their content and delivery methods based on learners' emotional states, resulting in more effective and informative online sessions. As OLEs continue to play a crucial role in education, our approach enhances their capacity to address students' emotional needs.
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1. Introduction. Education is crucial for the overall development of an individual and plays a vital role in shaping up their future. It provides individuals with the necessary knowledge, skills, values, and attitudes to succeed in life [1, 2]. The classroom is a crucial setting for education as it provides a structured environment for learning and interaction with teachers and peers. It also plays a vital role in promoting critical thinking, problem-solving, and collaboration skills [3, 4]. So it is the responsibility of the learners to be engaged and attentive in the class time to gain more knowledge and to achieve course outcomes [5]. In the class time, students show positive expressions or emotions such as attention, engagement, and understanding to indicate that he or she is comprehending the material. They express Negative emotions such as confusion, frustration, or boredom to indicate that the student is struggling and may need additional support or clarification [6, 7]. Table 1.1 gives the cases when students deliver either positive or negative emotions. Therefore it concludes that emotions play a crucial role in the learning process and it is important for a teacher to understand the emotions of their students to make the class effective and to improve the academic performance of learners [8, 9]. A seasoned teacher is capable of identifying the understanding level of all students by observing their affective states during the class in traditional classroom environment and it is one of the main reasons for the success of these offline classroom environments [10]. Teachers can use this emotion feedback to make adjustments such as slowing down or speeding up the pace, repeating the subject, or changing their way of delivering the concept by using innovative teaching methods and active based methods, which all assist to keep the session interesting and lively [4].
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Table 1.1: Cases when students deliver either positive or negative emotions

<table>
<thead>
<tr>
<th>Students express Positive emotions when they:</th>
<th>Students express Negative emotions when they:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adhere to the lecture</td>
<td>Cannot keep up with the lecture</td>
</tr>
<tr>
<td>Satisfied with the lecture</td>
<td>Confused and want the instructor to repeat it</td>
</tr>
<tr>
<td>Capable of understanding the lecturer’s thoughts</td>
<td>Try to get the lecturer’s assistance</td>
</tr>
<tr>
<td>Would like to emphasize how well the lecture was received</td>
<td>Unable to keep up with the lecturer’s pace</td>
</tr>
</tbody>
</table>

However, with the COVID-19 epidemic and also the enrichment and development of Internet technology the learning environment has shifted from purely traditional classroom to a hybrid learning environment (HLE) [11, 12]. Online learning environments (OLEs) have made it possible for students all around the world to pursue their education during and after the COVID-19 pandemic. Google Meet, WebEx, MS Teams, Zoom are some of the examples for online learning environments. OLEs are widely accessible, adaptive, and versatile due to their non-physical nature [12, 13]. Though these are having some benefits over offline classrooms, E-learning, unlike traditional classrooms, lacks the ability to capture students’ emotions and dynamically take steps to improve their engagement. It can be challenging for teachers using an e-learning system to identify students’ emotions and issues, particularly those brought on by uncertainty or apathy. With the help of prior research, it has been determined that e-learning systems typically ignore the Emotion, a crucial part of the learning process [14, 15].

As a result, even the important lectures or courses frequently results in the student’s disinterest. Furthermore, during lectures, e-learning students have been shown to feel distinct negative emotional states such as apathy, indifference, drowsiness, and confusion [16]. As a result, the instructor’s and instructional aids’ efforts are rendered ineffective [17].

It is vital for online educators to accurately and efficiently detect their online learners’ engagement status in order to provide personalized pedagogical support. However, teachers are finding it difficult to gauge pupils’ engagement without having direct interaction or eye contact with them. As a result, a model that detects students’ affective states in virtual classes is needed. The primary contributions of this paper are: (1) We create a customized DAiSEE dataset, by extracting single-label frames (frames that only belong to one class) from original DAiSEE dataset [18] and applied data augmentation techniques to make the new dataset balanced; (2) Using the customized DAiSEE dataset and the OL-SFED dataset [33, 34], which are more appropriate for academic affective states, we evaluate the suggested AffectXception model in detecting academic emotions; (3) and we compare the proposed model’s performance against that of existing methods on original DAiSEE dataset. Our obtained results demonstrate that, compared to previous efforts, our technique classifies different academic emotional states more accurately.

The remaining portions of the paper are organized as follows: The background and a review of relevant existing literature are provided in Section 2. The details of the dataset modified and the model’s training procedure for identifying students’ academic affective states are presented in Section 3. Section 4 of the paper details the experiments and their results. The last section summarizes the findings and potential directions for future research.

2. Related Work. The works on (1) Correlation between Students’ Emotions and their Engagement, (2) Students’ Emotion Recognition in E-Learning Platforms, and (3) Academic Affective States are reviewed in this section.

According to existing studies, there is a positive correlation between learners’ emotional status, their attention and their academic performance. According to the existing research, ensuring learner engagement is one of the most important aspects of quality online education [19]. As per [20], one of the parameters to determine students’ engagement during lecture is their emotions. Emotions can have a significant impact on a student’s engagement and academic achievement by influencing their interest and motivation in a lecture or course [21, 22]. It has been demonstrated that pleasant feelings such as happiness and neutrality can have favorable benefits on students, whereas unpleasant emotions such as sadness, anger, and boredom can have detrimental consequences [21]. Authors [23] demonstrated the importance of knowing emotional feedback to both students and teachers in another study. The authors also show that students are more motivated, en-
gaged, and perform well in assessments while experiencing pleasant emotions. Students, on the other hand, are unmotivated, disengaged, and underperform on assessments with negative emotions.

Previous studies have proved that there is a need to recognize the students’ emotions in online classrooms in order to find out the comprehension level of both individual student and the overall classroom. One of the primary means of recognizing and interpreting human emotions is facial expressions [24]. In order to detect the emotional states of students during lessons, majority of researchers have utilized seven basic emotions namely happy, anger, fear, sadness, joy, disgust, and surprise [5, 25]. The authors used deep learning-based algorithms to detect student involvement by detecting at their facial expressions. Students expressing ‘Sad’ emotions were found to be the least interested, while those displaying ‘Happy’ and ‘Neutral’ emotions were found to be the most involved [25]. Authors [26] developed a framework for evaluating students’ emotions using facial expressions in an online lecture. They have presented the overall class feedback towards the lecture based on students’ emotions. Authors have proposed a CNN based model to detect the emotions of students in E-learning platforms. Then they have used another module in their proposed architecture to send this emotional feedback of students during the class to the corresponding teacher that helps to engage the class in a more productive way. Authors have used single face images in their proposed work [15]. By combining global and local face features, [27] established a framework called Multi-region Attention Transformation to recognize facial expressions.

Few scholars have stated that the fundamental emotions for human being play a minimal role when we want to detect the emotional state of learners in educational settings [28]. Authors found that non-basic emotions including engagement, boredom, confusion, and frustration happened five times more frequently than basic emotions in classroom. Based on the results it was suggested that these non-basic affective states are more suitable for detecting learners’ academic affective states [29]. In another work [30], authors have also stated that these affective academic states are more relevant than basic emotions to detect students’ emotional state. In another work [20], authors proved that the predominant emotions experienced by students were curiosity, frustration, boredom, confusion, happiness, and anxiety, with contempt, anger, sadness, fear, disgust, eureka, and surprise being less frequently reported. Therefore, academic emotion is a term used to describe a variety of emotional reactions that students experience in academic activities like learning [32].

It is important to have a relevant dataset in order build a robust model that meets our requirements. But unfortunately there is a lack of academic affective states datasets. Then “Dataset for Affective States in E-Environments” (DAiSEE), a dataset created by [18], was released in 2015. It is the first multi-label video classification dataset and contains 9068 video clips from 112 users. It was created to identify the affective states of boredom, confusion, engagement, and frustration in users “in the wild.” Each of the four affective states in the dataset has a label at one of four different levels: very low, low, high, and very high. They have used InceptionNet, C3D, C3D with fine tuning, LRCN and EmotionNet models to analyse and give benchmark results for DAiSEE dataset. Results have showed that there is a huge scope to get even better accuracies. An online learning spontaneous facial expression database (OL-SFED) [33, 34] for academic emotions is created in another study to address the lack of academic emotions datasets. This dataset contains 30,184 images and 1274 videos with 224 x 224 and 1280 x 720 resolutions, respectively. Authors have used different CNN models to give benchmark results on the created dataset.

Authors [35] mentioned the difficulties online teachers face in identifying the comprehension level of students during the lecture. He proposed a model to find the facial expressions including Enlightened, Confused and Bored expressions of students and a method to transfer this emotional feedback to the corresponding teacher. Another work uses a deep learning system to evaluate academic emotions of distance learners using data from online learning behavior. The multimodal weighted feature fusion algorithm is applied to extract the data, and an academic cognition motivation model and online learning emotion measurement framework are constructed. This study finds a positive correlation between distance learners’ academic emotions and their learning outcomes [7]. To assist teachers in real-time monitoring of student engagement, authors suggested a framework for an academic emotions monitoring system. In order to train a CNN model, they built a dataset containing six academic emotional states from classroom lecture videos and incorporated relevant samples from the BAUM-1, DAiSEE, and YawDD databases in the dataset. Their approach analyzed student facial expressions captured in lecture recordings to evaluate the level of participation of the entire class [36]. The authors [37] opted for academic affective states instead of basic emotions due to their significance in detecting students’ involvement
in videos in learning settings. They employed Conv3D, VGG16, ResNet50, and LSTM models, and trained them with the DAiSEE dataset. Results showed that Conv3D has achieved better results than the remaining models. The authors in [38] proposed a method for automatically estimating student engagement in online class by analyzing videos. This approach took into account facial expressions, head pose, and gaze movements to determine engagement levels. The authors suggested a model that predicts engagement through an LSTM network, trained using the EmotiW 2019 challenge dataset.

3. Proposed Work. In this section, we will discuss the issues with the existing dataset, creation of target dataset, and the workflow of our proposed method. Figure 3.1 shows the architecture diagram of the proposed work.

3.1. Dataset. In this work, we utilized the publicly accessible dataset named “Dataset for Affective States in E-Environments” (DAiSEE) [18] to train and evaluate our deep learning model. As its name implies, this dataset is well-suited for training models to detect affective states in e-learning environments. It includes 9068 labelled video clips of size 15 GB featuring 112 students participating in online lectures while seated in front of a webcam. The dataset encompasses four ideal classes for our work: Boredom, Engagement, Confusion, and Frustration, which are frequently expressed by learners during lectures. Each affective state is labelled with one of four intensity levels: 0 (very low), 1 (low), 2 (high), and 3 (very high), reflecting the observed level of emotion in the given video.

Based on the literature review, it has been discovered that the majority of researchers focusing on academic affective states utilized the DAiSEE dataset to train their models in order to determine student engagement in learning environments [5, 6, 8, 9, 12, 36, 37]. A commonly noted challenge among researchers working with the DAiSEE dataset is the issue of dataset imbalance [10, 14, 30, 37]. Furthermore, a common limitation observed in existing works that utilized the DAiSEE dataset is the accuracy of the models employed.

3.2. Pre-processing for Customized DAiSEE Dataset Creation. The pre-processing procedure seeks to enhance the data’s quality and produce customised datasets from the original dataset in accordance with requirements in order to get better outcomes [39, 40, 41]. Our aim in this work is to use single-label classification method to improve the robustness of the deep learning model and attain higher accuracy. The dataset includes two categories of frames: single-label frames (frames that belong to only one class, such as [0, 2, 0, 0]), and multi-label frames (frames that belong to multiple classes, such as [2, 1, 0, 1]). See Fig. 3.2 for sample multi-label images in the dataset. To apply single-label classification method, we have only considered single-label frames that have high (2) or very high (3) intensity levels. Two diagrams Fig. 3.3 and Fig. 3.4 below present the number of single-label frames and single-label frames with high (2) or very high (3) intensity levels.
It is evident from the information above that the DAiSEE dataset is significantly unbalanced. If a deep learning model is trained with the current unbalanced dataset, it can lead to biased results. This means that the model may perform well on the majority class but poorly on the minority class, as it has seen more examples of the majority class during training. This can result in poor accuracy or incorrect predictions for the minority class, and the overall performance of the model will be affected. Therefore, a balanced dataset is crucial for training an effective model, which requires presenting the model with roughly equal amounts of data samples for each class.

This work’s important module is determining what kind of data must be extracted from the videos in order to have related and significant features for the detection of academic affective states in learning contexts. First we have extracted the frames with intensity level High (2) or Very High (3) of each class. We have noticed that most of the participants in online class videos are either in bright or dim environments, and are either up close or far away from the camera. See below Fig. 3.5 for reference.

So we have chosen and applied Brightness, Zoom, and Horizontal Flip data augmentation techniques on available images of classes Boredom, Confusion, and Frustration to make sure our new customized dataset contains the images with above said conditions and to make the dataset balanced. And we have applied Under-sampling technique on Engagement class since it is having huge number data samples. After data augmentation
we have partitioned data into Train, Validation, and Test with 70:20:10 ratio. The number of frames in each of the four classes after balancing the dataset is given in below Table 3.1. There are 40,320 images in the training data where each class contains 10,080 images, 11,520 images in the validation data, and 5,760 images in the test data. Then we relabeled the dataset with values 1 for the specific class and 0 for all remaining classes.

The algorithm 1 for creating customized DAiSEE dataset from the original DAiSEE dataset is given below:

3.3. Methodology. Here, authors used Xception [42], a deep learning model for image classification, to detect learners’ academic affective states in online classrooms. The Xception model uses depth wise separable convolutions to learn complex representations of input data while reducing computational cost by applying a single filter to each channel of the input feature map. The model also includes residual connections, global
Table 3.1: Class-wise distribution of customized DAiSEE dataset samples into train, validation, and test sets

<table>
<thead>
<tr>
<th>Class</th>
<th>Train</th>
<th>Validation</th>
<th>Test</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boredom</td>
<td>10080</td>
<td>2880</td>
<td>1440</td>
<td>14400</td>
</tr>
<tr>
<td>Engagement</td>
<td>10080</td>
<td>2880</td>
<td>1440</td>
<td>14400</td>
</tr>
<tr>
<td>Confusion</td>
<td>10080</td>
<td>2880</td>
<td>1440</td>
<td>14400</td>
</tr>
<tr>
<td>Frustration</td>
<td>10080</td>
<td>2880</td>
<td>1440</td>
<td>14400</td>
</tr>
</tbody>
</table>

Algorithm 1 Customized DAiSEE Dataset

1: dataset = load_DAiSEE_dataset() {Load the DAiSEE dataset}
2: frames = convert_videos_to_frames(dataset) {Convert the videos in the dataset into frames}
3: selected_frames = select_frames_classwise_with_levels_2_or_3(frames) {Select class wise frames with levels 2 or 3}
4: Class_distribution = count_classwise_frames(selected_frames) {Find the class distribution from selected_frames}
5: augmented_frames = apply_data_augmentation(frames, techniques=["brightness", "zoom", "horizontal_flip"])} {Apply data augmentation techniques to address data imbalance}
6: train_data, validation_data, test_data = split_dataset(augmented_frames, ratio=(0.7, 0.2, 0.1)) {Split the selected frames into train, validation, and test sets with an 70:20:10 ratio}
7: train_labels = label_frames(train_data) {Label the frames in the train set}
8: validation_labels = label_frames(validation_data) {Label the frames in the validation set}
9: test_labels = label_frames(test_data) {Label the frames in the test set}

average pooling, and fully connected layers. The Xception model consists of an input layer, entry flow (Fig. 3.6), middle flow (Fig. 3.7), exit flow (Fig. 3.8), and output layer, with each flow containing a series of depthwise separable convolutions, activation functions, and residual connections. The output layer is a fully connected layer that outputs the predictions for the task at hand using the Softmax activation function.

4. Experimental Results. In order to assess Xception-based transfer learning model and AffectXception model performance on a customized DAiSEE dataset, an experimental study of the suggested approach is described in this section.

4.1. Xception-Based Transfer Learned Model. We used the four-class customized dataset mentioned above to train the Xception deep learning model to predict learners’ affective states. Figure 4.1 shows the workflow of Xception based transfer learned model. There are 40,320 images in the training data where each class contains 10,080 images. The input dimension was 299 × 299 × 3, where 299 × 299 represents the image resolution, and 3 represents the three channels of RGB color image. First we have trained the lower layer of the model by freezing the remaining layers with the specified parameters. The model is trained with 10 epochs by setting a learning rate of 0.0001 to learn the parameters. To train the model authors have used the loss function by using Eq. 4.1:

\[
Loss = \sum_{i}^C \log(f(s)_i)
\]  

(4.1)

where C denotes the total number of classes, \(y_i\) represents ground truth value, and \(f(s)_i\) indicates predicted value.

A model is generated following the training procedure and is predicted to be able to categorize images of test data. The metric we have used to assess the model performance is Accuracy. Refer Eq. 4.2. Accuracy is defined as the number of correct predictions made by the model as a percentage of the total number of predictions.

\[
Accuracy = \frac{\text{Number of Correct Predictions}}{\text{Total Number of Predictions}}
\]  

(4.2)
Fig. 3.6: Architecture diagram of Entry Flow

Fig. 3.7: Architecture diagram of Middle Flow

Fig. 3.8: Architecture diagram of Modified Exit Flow
4.2. AffectXception Model. By seeing the above unimpressive results of the Xception-based transfer learning model, we thought that while it is possible to employ a pre-trained deep learning model like Xception trained on the ImageNet dataset for face emotion recognition, doing so may not be the best option. The reason is that the ImageNet dataset is designed for object recognition, and the categories it contains (such as dogs, cats, and cars) may not necessarily be relevant for academic emotion detection. Therefore, a model trained on ImageNet may not be optimized to detect affective states of a person or learner. Affective computing requires a model that is trained specifically on facial images datasets like fer-2013, AffectNet datasets for basic emotions, and DAiSEE, OL-SFED datasets for academic affective states. Training a deep learning model on datasets like DAiSEE, OL-SFED will result in a more accurate and specialized academic affective states detection model as it will have learned to recognize the specific features that are indicative of different emotions of learners during lectures. So, we chose fine tuning as a solution to this problem and to achieve better results. In this instance, we unfreeze the entire model and retrain it using the new customized DAiSEE dataset with a learning rate of 0.00001 and 20 epochs rather than freezing all the layers except last one. Results obtained with the AffectXception model are given below. Table 4.2 gives the obtained class-wise accuracies of AffectXception model. Figure 4.2 shows the comparison of both the models’ results.

4.3. Comparison with Existing Methods. With the AffectXception model trained on our customized DAiSEE dataset, we got the better results over the existing methods to detect academic affective states in E-learning platforms on DAiSEE dataset. The results and comparison of the proposed AffectXception model trained on customized DAiSEE dataset with the most recent state-of-the-art approaches are shown in the Table 4.3 below. Here, we utilized Accuracy as a metric for comparing our results to prior studies.

4.4. Performance Analysis of OL-SFED Dataset. The proposed AffectXception model’s performance is also assessed on Online Learning Spontaneous Facial Expression Database (OL-SFED) [33, 34]. A total of 30,184 facial expression images with a resolution of 224X224 and 1274 videos with a resolution of 1280X720...
Table 4.2: Class-wise accuracies of AffectXception model

<table>
<thead>
<tr>
<th>Class Name</th>
<th>Obtained Class-wise Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boredom</td>
<td>77%</td>
</tr>
<tr>
<td>Engagement</td>
<td>79.28%</td>
</tr>
<tr>
<td>Confusion</td>
<td>83.76%</td>
</tr>
<tr>
<td>Frustration</td>
<td>91.87%</td>
</tr>
</tbody>
</table>

Fig. 4.2: Comparison of Xception-Based Transfer learned and AffectXception models results

are included in the OL-SFED. There were 82 healthy students who voluntarily took part in the experiment, including 53 female and 29 male students. Five significant academic emotions have been chosen in the database as labels for facial expressions: Confusion, Distraction, Happy, Neutral, and Tired. The details of the number of images that each class contains is given in the below Fig. 4.3.

The above figure makes it clear that the OL-SFED dataset is considerably imbalanced. But it is required to have a balanced dataset if we train an efficient model to detect academic affective states of students’ in online learning environments. And as seen in Fig. 4, most participants in online class recordings are either in bright or dark settings, and they are either close to or far from the camera. To make sure our dataset comprises of the images with the aforementioned conditions and to ensure the dataset is balanced, we have chosen and used Brightness, Zoom In, Zoom Out, and Horizontal Flip data augmentation techniques on available photographs of each class. The number of images after applying data augmentation techniques on OL-SFED dataset are given in Table 4.4.

Then we have trained the AffectXception model with a learning rate of 0.00001, batch size of 32, and with 20 epochs. Class-wise results obtained by AffectXception model on OL-SFED dataset are given Table 4.5 below.

5. Conclusion. Because teachers can analyze students’ facial expressions to determine how attentive they are and change their teaching style appropriately, traditional classrooms continue to be a successful educational setting. The accessibility, affordability, and adaptability of online learning, particularly in the wake of the Covid-19 outbreak, have increased its popularity. One significant distinction between traditional classroom learning and online learning which is hybrid now is that during virtual sessions, teachers are unable to gauge participants’ levels of participation in real-time. As a result, it could be more challenging to tell whether or not students are paying attention.

In this work, we have worked on Dataset for Affective States in E-Environments (DAiSEE) to build an
Table 4.3: Performance comparison with existing methods. Best results are given in bold

<table>
<thead>
<tr>
<th>Method</th>
<th>Boredom</th>
<th>Engagement</th>
<th>Confusion</th>
<th>Frustration</th>
</tr>
</thead>
<tbody>
<tr>
<td>DenseAttNet [5]</td>
<td>54.27%</td>
<td>63.59%</td>
<td>69.22%</td>
<td>78.58%</td>
</tr>
<tr>
<td>GaussianNB Classifier [30]</td>
<td>69%</td>
<td>84%</td>
<td>81%</td>
<td>84%</td>
</tr>
<tr>
<td>InceptionNet Frame Level [18]</td>
<td>36.5%</td>
<td>47.1%</td>
<td>70.3%</td>
<td>78.3%</td>
</tr>
<tr>
<td>InceptionNet Video Level [18]</td>
<td>32.3%</td>
<td>46.4%</td>
<td>66.3%</td>
<td>77.3%</td>
</tr>
<tr>
<td>C3D [18]</td>
<td>47.2%</td>
<td>48.6%</td>
<td>67.9%</td>
<td>78.3%</td>
</tr>
<tr>
<td>C3D Fine Tuning [18]</td>
<td>45.2%</td>
<td>56.1%</td>
<td>66.3%</td>
<td>79.1%</td>
</tr>
<tr>
<td>LRCN [18]</td>
<td>53.7%</td>
<td>57.9%</td>
<td>72.3%</td>
<td>73.5%</td>
</tr>
<tr>
<td>Multi-level Classification Approach [43]</td>
<td>63.82%</td>
<td>77.28%</td>
<td>81.95%</td>
<td>86.6%</td>
</tr>
<tr>
<td>Xception-based Transfer Learned Model (Ours)</td>
<td>72%</td>
<td>75.6%</td>
<td>75%</td>
<td>68.38%</td>
</tr>
<tr>
<td>AffectXception (Ours)</td>
<td><strong>77%</strong></td>
<td><strong>70.28%</strong></td>
<td><strong>83.76%</strong></td>
<td><strong>91.87%</strong></td>
</tr>
</tbody>
</table>

Fig. 4.3: Number of Images in each academic emotion label of OL-SFED

Table 4.4: Class-wise distribution of balanced OL-SFED images into train, validation, and test sets

<table>
<thead>
<tr>
<th>Class</th>
<th>Train</th>
<th>Validation</th>
<th>Test</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Confusion</td>
<td>10500</td>
<td>3000</td>
<td>1500</td>
<td>15000</td>
</tr>
<tr>
<td>Distraction</td>
<td>10500</td>
<td>3000</td>
<td>1500</td>
<td>15000</td>
</tr>
<tr>
<td>Happy</td>
<td>10500</td>
<td>3000</td>
<td>1500</td>
<td>15000</td>
</tr>
<tr>
<td>Neutral</td>
<td>10500</td>
<td>3000</td>
<td>1500</td>
<td>15000</td>
</tr>
<tr>
<td>Tired</td>
<td>10500</td>
<td>3000</td>
<td>1500</td>
<td>15000</td>
</tr>
</tbody>
</table>

Table 4.5: Class-wise accuracies of AffectXception model on OL-SFED

<table>
<thead>
<tr>
<th>Class Name</th>
<th>Obtained Class-wise Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Confusion</td>
<td>80.01%</td>
</tr>
<tr>
<td>Distraction</td>
<td>80%</td>
</tr>
<tr>
<td>Happy</td>
<td>80.24%</td>
</tr>
<tr>
<td>Neutral</td>
<td>93.01%</td>
</tr>
<tr>
<td>Frustration</td>
<td>70.2%</td>
</tr>
</tbody>
</table>
effective model that can detect the academic affective states of online learning learners. We have customized the dataset by extracting the frames those represents a single emotion strongly. Then we have applied Brightness, Zoom In, Zoom Out, and Horizontal Flip data augmentation techniques on extracted frames to make the dataset balanced and more suitable for academic emotion detection. To identify the academic affective states of learners in online learning environments, we trained both the Xception based transfer learned model and the AffectXception model on a bespoke DAiSEE dataset. In terms of class-wise performance, the AffectXception model outperformed the Xception-based transfer learnt model and cutting-edge techniques. Findings from the AffectXception model for boredom, engagement, confusion, and frustration are 77%, 79.28%, 83.76%, and 91.87%, respectively. The performance of the AffectXception model on the online learning spontaneous facial expression database was then examined (OL-SFED). For the classes of Confusion, Distraction, Happy, Neutral, and Tired, the model has scored 80.01%, 80%, 80.24%, 93.01%, and 70.2%, respectively.

Though the obtained results are better than existing works on DAiSEE dataset, there is still a chance to improve the results. Future work includes developing comprehensive academic emotions dataset, detecting individual student academic affective states during class, and applying our learners’ emotion detection models with edge devices in real-time classroom scenarios.
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