A CLASS SPECIFIC FEATURE SELECTION METHOD FOR IMPROVING THE PERFORMANCE OF TEXT CLASSIFICATION
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Abstract. Recently, a significant amount of research work has been carried out in the field of feature selection. Although these methods help to increase the accuracy of the machine learning classification, the selected subset of features considers all the classes and may not select recommendable features for a particular class. The main goal of our paper is to propose a new class-specific feature selection algorithm that is capable of selecting an appropriate subset of features for each class. In this regard, we first perform class binarization and then select the best features for each class. During the feature selection process, we deal with class imbalance problems and redundancy elimination. The Weighted Average Voting Ensemble method is used for the final classification. Finally, we carry out experiments to compare our proposed feature selection approach with the existing popular feature selection methods. The results prove that our feature selection method outperforms the existing methods with an accuracy of more than 37%.
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1. Introduction. The textual data volume is increasing day by day. This causes the need for a text classification that categorizes the text into two or more classes. Increasing text classification performance involves many stages such as feature selection, feature weighting, instance selection, and instance weighting [1]. Feature selection is the process of picking a subset of features that maximizes the performance of a machine-learning model. Feature weighting is a standard to assign a score to each feature based on its importance. Instance selection involves identifying proper instances that help the machine learning model to learn the relationship between the features and class much more easily. Similar to feature weighting, instance weighting assigns an importance score to each instance. This paper focuses on feature selection.

Feature selection is one of the important methods which is applied to the text classification problem. In feature selection, a subset of features is selected which can be used in the classification models which outputs an increased accuracy [2]. Much research shows that only a handful of features are enough to build a good classification model rather than the entire set of features. There are lots of advantages when the feature selection is applied which include dimension reduction, increased classification performance, removal of redundancy, and so on [3].

Feature selection aims to remove the useless features and retain only the precise features that help the classifier to understand the relationship between the features and classes [4]. The feature selection methods can be categorized into filter types, wrapper types, and embedded types. The filter-based feature selection method replies to statistical information and selects the best subset of features. Whereas the wrapper method leverages the performance of feature classification by selecting the optimal subset of features. Unlike filter methods, the wrapper methods are classifier-dependent, which means if the classification model changes, then the subset
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of selected features is also changed. Embedded methods are the mix of filter and wrapper methods [5]. The feature selection method used in this manuscript is based on filter-based feature selection.

Filter methods are proven to be must faster and provide more advantages over the rest of the two types [6]. As in text classification, the number of features is very high thus creating a high dimensional space with many zeros in the feature matrix. The filter-based methods help to reduce the dimensions and make the classification model more efficient. Moreover, the filter-based methods are powerful in removing inconsistencies such as noisy data, and redundancies between features [7]. In this paper, we make use of filter-based feature selection to extract a promising feature subset.

Feature selection can be general or class-specific. In the first case, the feature selection algorithm picks a set of features that represents the entire class as a whole, whereas the second type of feature selection helps to pick features that are specific to each class [8]. The selected features may not be the same for all the classes, hence the advantage of class-specific feature selection is, that the model can learn the unique aspects of a class.

Based on the literature, the following limitations are found in the text classification domain.

- The existing feature selection methods do not capture unique features to represent a class uniquely
- The imbalance dataset classification remains a challenge in the field of text classification
- The problem of merging multiple binary classifications into a single multi-class classification needs to be addressed.

We propose a novel class-specific feature selection method with multiple levels of classification to improve the text classification performance.

In this manuscript, we develop a unique class-specific feature selection method that helps the machine learning model to understand the relationship between the input and output variables much deeper. The use of class-specific feature selection comes with its challenges such as imbalanced instances during the training phase, difficulty in ensemble the result of classification, and so on [10] [9]. We focus on optimizing the class-specific feature selection methods in text classification by the use of sampling and ensemble voting. The main contributions of the paper are as follows.

1. To propose a text classification model that has strong knowledge about all the classes.
2. To eliminate the class imbalance problem by using sampling and similarity-based elimination.
3. To increase the performance of the machine learning classification by introducing ensembling methods.

The remainder of this paper is organized in the following manner. Some recent related works regarding the class-specific feature selection are reviewed in section 2. The section 3 explains the problem statement of this manuscript. Section 4 elaborates the proposed classification model on class-specific features. Section 5 compares the proposed approach with the popular machine learning models by using a standard benchmark dataset. Section 6 ends this paper by providing the conclusion and scheduling a few future works.

2. Related Works. A four-stage framework which includes binarization, balancing, feature extraction, and finally, classification was used by [11]. The authors have used four machine learning models namely kNN (k Nearest Neighbour), SVM (Support Vector Machine), NB (Naive Bayes), and XGBoost for classification. Furthermore, eight feature selection methods have been used in their experiment. The dataset is split into training and testing by k fold method where k varies between 1 and 10. The results show that when k=10, all the model produces good performance with the maximum accuracy of 98.84 %.

A deep learning framework was proposed by [12]. In their work, the medical image classification is done using class-specific feature extraction methods. The final image classification is done by combining multiple convolution encoder-decoder frameworks. All the mini models learn about a discriminative, non-redundant training set. An 86.73 % accuracy was obtained by their proposed work.

A feature weighting method introduced by [13] uses the NB model for the classification as it is easy to use in text domains because the features are independent of each other. The authors suggested considering four conditions to measure the degree of relevance. The first one is the frequency of the term in the training dataset. The second one is the frequency of the term in the specific class. The third one represents the distribution of the class which contains the term and finally, the number of classes that contain the term. An accuracy of 86.05 % was obtained using their proposed algorithm.

A work by [14] uses class-specific feature extraction and principal component analysis for classification. They extend the traditional dictionary learning for all classes to specific classes. Each class has its internal
dictionary to express more about itself. Eight datasets are used to validate their proposed work.

In some cases, the features of a dataset cannot be used to classify the instances into one or more classes, in that case, the dataset is termed an uncertain dataset. To classify an uncertain dataset, rough-based features are used. The authors in [15] use the kNN model to extract class-specific features from an uncertain dataset using rough set theory.

Building a classification model that works with high-dimensional data is very challenging. A work by [16] uses the J48 classifier to reduce the dimensions of the data and then extract the class-specific features for each class using the term weighting approach. The authors show that the method runs much faster than the traditional methods.

A work proposed by [17] extracts class-specific features that automatically determine the number, length, and start values. This work reduces the number of calculations required by the traditional models and thus increases the speed of calculations. Since the features are extracted for each class separately, all these processes can be done parallelly to reduce the time.

The authors in [18] present a class-specific feature extraction model which samples a small number of training patterns from the original data, then for each class in the dataset, the algorithm extracts the patterns. The authors introduce a new classification algorithm that uses all the extracted class features to determine the classes for the instances.

Another interesting work by [19] uses three metrics to extract class-specific feature subsets. The first metric is the correlation between the features and the target class. The next metric is the relevance of the features in the selected subset and the last metric is the redundancy of the features in the selected subset.

3. Problem Statement. Let the text corpus D represented by N number of documents as shown in Eq 3.1. The goal is to classify each of the N documents to one of the classes \( c_i \) where \( c_i \in C \)

\[
D = \{d_1, d_2, ..., d_N\} \tag{3.1}
\]

Each unique document in D is represented as a tuple of features and classes as presented in Eq 3.2.

\[
D = (x_i, c)^M \tag{3.2}
\]

The goal is to perform class binarization which creates unique sub-sets of features for each class which can be expressed as Eq 3.3.

\[
FS_i = \begin{cases} 
(x, 1) & \forall x \in X, \text{if } y = i \\
(x, 0) & \forall x \in X, \text{if } y \neq i 
\end{cases} \tag{3.3}
\]

\[
F_c = \text{argmax}_f I(f, c) \tag{3.4}
\]

After the feature sets are extracted, the subset is used to train the machine learning models and predict the outcome as shown in Figure 3.1. The candidate features are identified for each class, these features represent the class’s unique features which can be the best for binary tests as denoted by Eq 3.4. To increase the efficiency, three machine learning model is used in each binary classification, and the weighted ensemble method is used to merge the result. The final classification is done by performing a mode ensemble approach.

4. The Class Specific Feature Extraction Approach. Feature extraction is a proven method to optimize the classification accuracy of a machine learning model, however, when the feature extraction is done on the entire dataset, the extracted subset of features may not represent the uniqueness of any one or more classes. This problem is overcome by a class-specific feature selection algorithm, where the features are extracted for each class and the subsets of two different classes may not be the same.

The first step is class binarization where we convert an N-class classification problem into an N two-class classification model (that is, we have only two classes- the positive and the negative). We start this process by splitting all the instances into two categories for each class, in one category, all the instances of the respective class are placed. In the other category, the rest of the entire instances are placed as shown in Figure 4.1. The main problem that is faced in this method is that, in each classification category, a huge imbalanced dataset is created. To eliminate the imbalance problem, we provide the following two solutions.
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1. Delete the similar instances in the majority class (the negative class)
2. Create instances using SMOTE (Synthetic Minority Oversampling Technique)

4.1. Feature Selection. Feature Selection plays an important role in data classification as it can shrink the dimension in the feature space and remove the redundancies. In this paper, we make use of three feature selection methods namely Information Gain (Eq 4.1), Gini Index (Eq 4.2), and Chi-Square (Eq 4.3). Information Gain is a popular feature selection method that measures how much information is provided by a feature to determine the target class. The higher the information, the more powerful the feature is. Once the information gained for all the features is found, then the top k features are selected and used to train the machine learning model.

\[
H(x) = - \sum_i P_X(X_i) \log(P_X(X_i))
\] (4.1)
\[ Gini = \sum_{i=1}^{m} P(t \mid c_i)^2 P(c_i \mid t)^2 \] (4.2)

\[ \text{Chi} = \frac{N \ast (tp \ast tn - fp \ast fn)}{(tp + fp) + (tp + fn) + (tn + fp) + (tn + fn)} \] (4.3)

4.2. Deletion of Majority Instances. As the N number of classes is mapped into two classes of size 1 (positive) and N-1 classes (negative), the negative class size becomes very large. This creates a huge imbalanced dataset, thus making the classification model learn more about one class and less about another class. To create a balanced dataset, one approach is to delete the instance from the majority instance (the negative class). The deletion of instances should be done with proper care so that the important instance should not be deleted and also the exact relationship should be learned from the dataset. To implement the deletion, first, the most similar instances have to be identified in the feature space. Then just by keeping one of the similar instances, all other instances can be deleted. The main advantage of the above-mentioned method is that random deletion is prevented.

Similar instances can be grouped by using any distance matching method that satisfies the following properties (assume \( \Theta \) is the distance finding algorithm).
1. \( \Theta(X, Y) \) is always equal to \( \Theta(Y, X) \)
2. \( \Theta(X, X) \) is always 0.
3. \( \Theta(X, Y) \) is always > 0.

The similarity finding equation is presented at Eq 4.4. The function returns all the instances whose distance is less than a small threshold value \( \Delta \).

\[ \text{Similar}(X) = \{ \forall x, x \in U, \Theta(X, x) \leq \Delta \} \] (4.4)

Once similar instances for each instance are found, we have many sets of instances. In each set, the instances inside them reflect the same spatial properties in the feature space, so it is safe to delete the entire members of the set by keeping only one. This ensures that the model can learn all the relationships between the input features and the target classes in the dataset.

Algorithm 1 Local Classification

<table>
<thead>
<tr>
<th>Input: Instances with all features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output: The class associated with it</td>
</tr>
<tr>
<td>( F_1 \leftarrow \text{Features selected by eq 4.1} )</td>
</tr>
<tr>
<td>( F_2 \leftarrow \text{Features selected by eq 4.2} )</td>
</tr>
<tr>
<td>( F_3 \leftarrow \text{Features selected by eq 4.3} )</td>
</tr>
<tr>
<td>Let ( M_1, M_2, ) and ( M_3 ) be three classification models build on ( F_1, F_2, ) and ( F_3 ) respectively</td>
</tr>
<tr>
<td>( y = W_{F_1} \ast M_{F_1} + W_{F_2} \ast M_{F_2} + W_{F_3} \ast M_{F_3} )</td>
</tr>
<tr>
<td>return y</td>
</tr>
</tbody>
</table>

4.3. Instance Generation using SMOTE. In this manuscript, we use two methods to bring an imbalanced dataset into a balanced dataset, the first one is to delete similar instances (of the majority class) in the feature space. The other method is to generate synthetic instances. The most popular method used in generating synthetic instances is SMOTE (Synthetic Minority Oversampling) [20]. Many problems like overfitting, and loss of important information are addressed in SMOTE. In recent years, many optimal versions of SMOTE are available [21].

One of the main advantages of the SMOTE is, that it does not generate random instances which creates an information loss in the training phase of the classification model. The SMOTE picks a random sample in the minority class and finds the k closest neighbors using the Euclidean distance finding formula. Then a new location is identified within the selected instances from the Euclidean formula and a new synthetic instance is created.
4.4. Machine Learning Based Classification. We have used three machine learning models namely SVM, RF, and NB to classify the text documents and assign a class to them. We have adapted ensemble methods at multiple levels to increase the performance of the classification. We have selected these three machine learning models because of some reasons which we have explained in the following subsections.

4.4.1. Support Vector Machines. The SVM classifier can classify both linear and non-linear data. The SVM creates a non-linear hyperplane that can separate the instances. The main challenge an SVM model faces is to place the hyperplane in a perfect position that acts as a decision boundary that partitions the data instances. In text classification, the SVM works better as the feature space has many dimensions [22].

4.4.2. Naive Bayes. Naive Bayes is one of the statistical-based machine learning models that operate on the Bayes theorem. The semantics and underlying relationship between the words can be easily captured by using Naive Bayes. Since the classifier depends on conditional probabilities, it can be suited for a large dataset and gives optimal results.

4.4.3. Random Forest. Random Forest is one of the ensemble classifiers which combines multiple decision trees. Since multiple decision trees are used, each tree can be used to work on a feature. This ensures that the irrelevant features are not passed to other trees. The power of RF is the ability to generalize multiple trees.

4.4.4. Multi Level Ensemble Methods. For each class, we have each of these three machine learning models deployed three times one for each feature selection method. The classification results are finalized for each machine learning model based on the weighted average method as described in Eq 4.5. The full working of the ensemble model is described in algorithm 1. In the algorithm, the unique features for all the classes are extracted using three feature selection methods, and then the three classifiers such as SVM, NB, and RF are used to calculate the target class of the instance. The weighted voting ensemble method is used to find the
Table 5.1: Dataset Description

<table>
<thead>
<tr>
<th>Sno</th>
<th>Dataset Name</th>
<th># of classes</th>
<th># of documents</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Reuters-21578</td>
<td>10</td>
<td>9980</td>
</tr>
<tr>
<td>2</td>
<td>IMDB</td>
<td>2</td>
<td>50K</td>
</tr>
<tr>
<td>3</td>
<td>20newsgroup</td>
<td>20</td>
<td>18K</td>
</tr>
</tbody>
</table>

Table 5.2: Hyper parameters of ML model

<table>
<thead>
<tr>
<th>Machine Learning Model</th>
<th>Hyperparameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>C=100, kernel = rbf</td>
</tr>
<tr>
<td>RF</td>
<td>estimators = 50</td>
</tr>
</tbody>
</table>

After each of the weighting average results are obtained the results are ensembled using majority ensembling as shown in Eq 4.6. $y_1$, $y_2$, and $y_3$ represent the outputs of the three weighted average methods. The abovementioned process is repeated parallely for all the classes and the final class is determined by one hot ensembling. The working of the proposed approach is displayed in Figure 4.2.

$$y = W_{IG} * M_{IG} + W_{CHI} * M_{CHI} + W_{GINI} * M_{GINI}$$ (4.5)

$$y = \text{mode}(y_1, y_2, y_3)$$ (4.6)

5. Results and Discussion. We have experimented to test our proposed approach with three datasets. The details of the dataset are exhibited in Table 5.1.

In this experiment, we have used 10-fold validation. In this method, the dataset is randomly divided into 10 subsets. The proposed classifier is trained and tested 10 times where in each iteration, one subset is used as testing, and the remaining 9 subsets are used as training. The experiments are carried out in an i9 CPU with 16GB RAM. The details of hyper-parameters used in the experiment are shown in Table 5.2.

All the documents in the three datasets are pre-processed in the following order. First, the stop words are removed from the documents. Second, each word is stemmed and finally, all the features are represented in the bag of words model.

To evaluate the proposed approach, we have used four metrics known as accuracy, precision, and recall. The metrics are calculated by using the formulas mentioned in Eq 5.1, 5.2 and, 5.3 respectively.

$$ACC = \frac{(TP + TN)}{(TP + TN + FP + FN)}$$ (5.1)

$$P = \frac{(TP)}{(TP + FP)}$$ (5.2)

$$R = \frac{(TP)}{(TP + FN)}$$ (5.3)

Table 5.3 provides the performance evaluation of all the machine learning models along with our proposed approach. It can be noted that the proposed approach outperforms all the existing classification models in the comparison. In existing models, NB produces the highest accuracy and recall whereas the SVM produces the highest precision.

From Table 5.4, it can be found that among all the classifiers in the comparison, the proposed approach exhibits the highest performance and has an advantage over the other machine learning models in the IMDB dataset. In the existing models, NB yields the highest performance in terms of accuracy, precision, and recall.
Table 5.3: Performance Evaluation of 20newspaper dataset

<table>
<thead>
<tr>
<th>Model</th>
<th>Acc</th>
<th>Prec</th>
<th>Rec</th>
</tr>
</thead>
<tbody>
<tr>
<td>kNN</td>
<td>0.75</td>
<td>0.8</td>
<td>0.75</td>
</tr>
<tr>
<td>RF</td>
<td>0.76</td>
<td>0.74</td>
<td>0.75</td>
</tr>
<tr>
<td>SVM</td>
<td>0.76</td>
<td>0.81</td>
<td>0.75</td>
</tr>
<tr>
<td>NB</td>
<td>0.77</td>
<td>0.80</td>
<td>0.77</td>
</tr>
<tr>
<td>LR</td>
<td>0.54</td>
<td>0.55</td>
<td>0.54</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.83</td>
<td>0.86</td>
<td>0.77</td>
</tr>
</tbody>
</table>

Table 5.4: Performance Evaluation of IMDB

<table>
<thead>
<tr>
<th>Model</th>
<th>Acc</th>
<th>Prec</th>
<th>Rec</th>
</tr>
</thead>
<tbody>
<tr>
<td>kNN</td>
<td>0.62</td>
<td>0.75</td>
<td>0.67</td>
</tr>
<tr>
<td>RF</td>
<td>0.7</td>
<td>0.71</td>
<td>0.71</td>
</tr>
<tr>
<td>SVM</td>
<td>0.75</td>
<td>0.8</td>
<td>0.79</td>
</tr>
<tr>
<td>NB</td>
<td>0.76</td>
<td>0.81</td>
<td>0.75</td>
</tr>
<tr>
<td>LR</td>
<td>0.61</td>
<td>0.65</td>
<td>0.64</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.85</td>
<td>0.79</td>
<td>0.77</td>
</tr>
</tbody>
</table>

Table 5.5: Performance Evaluation of Reuters Dataset

<table>
<thead>
<tr>
<th>Model</th>
<th>Acc</th>
<th>Prec</th>
<th>Rec</th>
</tr>
</thead>
<tbody>
<tr>
<td>kNN</td>
<td>0.81</td>
<td>0.81</td>
<td>0.8</td>
</tr>
<tr>
<td>RF</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
</tr>
<tr>
<td>SVM</td>
<td>0.84</td>
<td>0.85</td>
<td>0.84</td>
</tr>
<tr>
<td>NB</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
</tr>
<tr>
<td>LR</td>
<td>0.79</td>
<td>0.78</td>
<td>0.8</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.9</td>
<td>0.9</td>
<td>0.89</td>
</tr>
</tbody>
</table>

Fig. 5.1: The accuracy comparison of our proposed approach with respective to various number of features - 20newsgroup
Fig. 5.2: The accuracy comparison of our proposed approach with respective to various number of features - IMDB

Fig. 5.3: The accuracy comparison of our proposed approach with respective to various number of features - Reuters-21578

Fig. 5.4: The accuracy comparison of our proposed approach with respective to various number of features
The performance of the Reuters dataset is displayed in Table 5.5. The proposed classification model gives the best comparison result to the existing machine learning models. Naive Bayes produces the next highest accuracy and precision. The SVM produces the next highest recall.

From the Figures 5.1, 5.2 and 5.3, it can be observed that when the number of selected features increases, there is an increase in the performance of the machine learning model. When the number of selected features is fixed at 100, the relationship between the input features and the target class is not fully captured, and that’s the reason for the low performance. Meanwhile, when the selected number of features increases, the machine learning model gets more information to learn about the relationship between the features and the target class and hence yields more accuracy. When the number of selected features is very low, the proposed approach is not producing satisfactory results. Figure 5.4 displays the accuracy when the number of selected features is less number of features. Moreover, we found that when the number of selected features exceeds 300, the classification performance for all three datasets becomes stable and no significant changes are found.

It is noted that the text classifiers perform much better in a balanced dataset than in an imbalanced dataset. There are two optimizations done to convert the imbalanced dataset into a balanced dataset. The first one is the creation of synthetic instances. Proper care is taken so that the created sample does not act as the original instance. The second one is the deletion of similar instances in the majority class without altering the original distribution of the dataset. Figure 5.5 displays the accuracy comparison in the two optimizations. The optimal value of both is 10%.

6. Conclusion and Future Work. Feature selection is one of the promising methods to increase the performance of the classification model. However, when the feature selection algorithm considers the entire class, then the selected features may not represent the unique characteristics of the classes. To solve this problem, class-specific features are selected so each class has its own set of feature subsets. This ensures that each subset fully represents the class and can hold the unique properties of the class. We propose a classification model that works on class-specific features and introduces ensembles on multiple levels. The experiment results prove that the proposed approach is effective and superior to the existing machine learning models. As the results are promising, the future scope of this research is planned to extend the work by incorporating deep learning approaches.
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