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Abstract. In the recent era of smart city ecosystems and the Internet of Things (IoT), innovative, intelligent parking systems must make cities more sustainable. Every year, the increasing number of city vehicles requires more time to search for parking slots. In large cities, 10% of the traffic congestion occurs because of cruising; drivers spend almost 20 minutes searching for free space to park their vehicles. The passing time of waiting for parking in the traffic leads the issues such as energy, pollution, and stress. There needs to be more than the developed solutions. Therefore, the necessary to create a parking slot availability detection system that informs the drivers in advance about the free parking slot based on location. This paper introduces an enhanced ensemble Deep Learning (DL) model designed to forecast parking slot availability through the integration of IoT, cloud technology, and sensor networks. The devised model, known as Ensemble CNN-Boosted Graph LSTM (ECNN-BGLSTM), is optimized using a Genetic Algorithm (GA) framework. The model’s performance is rigorously evaluated using a dataset from Europe, and various metrics, including Root Mean Square Error (RMSE), Mean Square Error (MSE), and Mean Absolute Error (MAE), are employed for assessment. The experimental findings demonstrate the superior performance of the proposed model compared to existing state-of-the-art approaches.
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1. Introduction. The population of the world is migrating from rural to urban places, which increases the population density of large cities. Based on the United Nations Population Division, the world’s population is expected to move to cities by 2050. In practice, the global urban scenario requires advanced technologies to meet the demands of the smart city. The advancement in sensor networks and sensor technologies leads new models to build, deploy and promote sustainable development systems to escalate the challenges in urbanization [12, 1]. Urban mobility sustainability and traffic congestion reduction are critical challenges in urbanization where parking space is limited [22].

Cities are getting smarter with the increased utilization of the Internet of Things (IoT), and the applications have risen rapidly in various areas of cities, including transportation systems, hospitals, shopping malls, airports, etc. In IoT-based smart cities, the smart parking system is the most significant topic due to the increasing number of vehicles. In recent years, parking issues, while new vehicles join during traffic, have attracted many researchers [19]. With growing technologies, the IoT concept and deep learning (DL) are utilized in smart city planning that gradually tackles mobility issues and provides citizens with sustainable infrastructure for ecological, economic, and social scenarios [3]. Recently, most intelligent systems have been in the form of mobile-based solutions which helps drivers report traffic jams, accidents, road conditions, and alternative routes. However, parking is still challenging because of the more significant number of vehicles moving across the roads.

The primary motivations behind the research are:

1. With increasing urbanization and population growth, cities face challenges related to traffic congestion
and parking shortages. Intelligent parking solutions help address these issues by making better use of existing parking spaces.

2. Many cities strive to reduce their carbon footprint and improve air quality. Smart parking can contribute to this goal by reducing traffic congestion and lowering vehicle emissions.

3. Smart parking aligns with the broader goal of enhancing urban mobility and creating a connected transportation network. It encourages the use of public transportation and other eco-friendly commuting options.

Researchers have developed different approaches using various types of collected data in the literature to solve the issues. Most researchers used machine learning (ML) and time series models to compute parking places’ occupancy in the existing literature. Due to the increasing number of sensor data, the conventional decision support systems are not providing efficient performance like deep neural networks since the deep learning (DL) approaches help estimate linear and nonlinear samples. Comparatively, deep learning (DL) methods help predict occupancy, specifically feed-forward networks. Yet, simple deep neural networks still need to be integrated with temporal domain data to predict parking solutions [16]. Hanzl [10] conducted a study to direct drivers to find parking spaces in urban areas. Static and dynamic routing approaches are analyzed with their advantages and disadvantages. Canli and Toklu [7] developed LSTM based model to predict parking space availability. The mobile application-based dynamic access is provided with the LSTM model and the occupancy rates of the parks in the desired locations are displayed in the applications using the relevant parameters. Intending to develop a smart parking system using the DL model, this paper contributes the following:

1. Developed a smart car parking space availability prediction system using IoT and ensemble DL approaches.
2. Using the considered European market data, the available car parking space is predicted with the features extracted by the Ensemble CNN and Boosted Graph LSTM model. A Genetic algorithm optimizes the ECNN-BGLSTM to improve the model performance.
3. The model is evaluated based on the metrics such as Root mean square error (RMSE), Mean square error (MSE), and Mean absolute error (MAE). The experimental analysis results show that the proposed model outperforms the state-of-the-art approaches.

The remaining section of this paper is as follows: section 2 discusses the related works of literature on the smart parking system. Section 3 introduced the ensemble DL model for predicting the available parking space. Section 4 discusses the experimented results and compares them with state-of-the-art approaches. Section 5 concludes the proposed model with its merits and future directions.

2. Related work. This section discusses the literature related to predicting smart car parking systems. Siddiqui et al., [20] accomplished the empty car parking services through sensors, and artificial neural networks (ANN) have been used for the prediction. Aizenberg et al., utilized the DL-based approaches initially based on ANN. The DL approach is differed from ANN by adding more hidden layers where the successive layers are taken from the output of the previous layers based on learning and data representation [6, 5]. Ghulam Ali et al., [1] proposed deep, long-term memory (DLSTM) by integrating IoT, cloud, and sensor technologies. Using the Birmingham parking dataset, three kinds of experiments are conducted to predict the availability of free parking space based on location, days of the week, and hours of the day. The result analysis shows that the DLSTM model outperforms other state-of-the-art approaches.

Liu et al., [14] developed a combination of Graph CNN and Recurrent neural network (RNN) to predict the real-time parking slot occupancy. Graph neural network has been utilized to extract the spatial data of the traffic flow, and RNN has been used to extract the temporal data of the traffic flow. The demonstration shows that the integration model performs better than other approaches. Canli et al., [8] proposed LSTM with a gated Recurrent unit (GRU) to predict the free parking slot availability, and the demonstration proves that GRU performs better than the LSTM model. Bock et al., [4] investigated the taxi fleets applicability to detect the on-street parking availability. The detection of free parking spots is analyzed using the taxi transit frequencies and the availability of parking spaces from vehicles equipped with GPS sensors. Tekouabou et al., [21] developed a combination of IoT and ensemble approaches to predict the free parking availability in the smart city. Using the Birmingham parking dataset, the obtained prediction accuracy was 94% using the bagging ensemble model. Kothai et al., [13] proposed a hybrid DL model using Boosted LSTM and CNN to
predict the dynamic behavior of vehicle congestion in the road. From the traffic images, the CNN extracts the features, and BLSTM strengthens the weak classifiers. The real traffic scenario is simulated using OMNeT++ and SUMO with TensorFlow Python libraries. The experimental results show that the proposed model secured an accuracy of 98%.

Hébert et al., [11] created a high-resolution prediction model to prognosticate the accident circumstances on the roads by intersecting via big data analytics. Big data analysis is the approach that permits researchers to extract significant data from a larger amount of heterogeneous data. The authors employed balanced RF to sample the imbalanced data with various ML approaches such as decision trees, ANN, and Bayesian networks. Exploiting the features, including the attributes of weather, arterial segment, date, and time, road accidents are successfully prognosticated. Shengdong et al., [9] proposed a hybrid Multi-Model DL approach to forecasting the traffic flow by incorporating GRU and 1DNN to attain the features. The features of spatial local features have long dependencies, and correlations are processed by the end-to-end multimodel. The CNN-GRU model solves the issues with the long temporal dependencies of spatial-temporal correlations.

Moses and Parvathi [15] employed support vector regression to map the input using nonlinear mapping with M-dimensional features. The MSE estimates the performance by scaling the average error squares. The linear regression approach enacts the scalar and independent response, and the DT approach reckons the information gain. Sellami and Alaya [18] developed Self-adaptive Multi kernel clustering for VANET to determine the load balance and other attainable resources. This model depicts the ambivalent density of deceleration, conveyance nodes, and bounded radio ranges using three stages such as cluster initialization, cluster adaption, and fusion stage. Compared to other approaches, this model poses the resultant to predict the traffic in the urban area, and the algorithm’s complexity is optimized with the optimization algorithm. Ranjan et al., [17] integrate the CNN, CNN-transpose, and LSTM to redirect the congestion level. The encoder of the convolution process encodes the input spatial extraction features into a low-resolution latent state. The recurrent network with LSTM ascertains the features. The PredNet and ConvLSTM attain improved accuracy in predicting traffic congestion by associating the spatial and temporal features.

The literature mentioned above primarily discusses the proposed models in various ML and DL models. A research gap exists in validating these models using real-world traffic data from urban areas. Real-world validation will help assess the models’ performance under diverse traffic conditions and validate their practical applicability. Addressing these research gaps would contribute to advancing traffic prediction and resource management in smart cities, leading to more efficient and reliable urban mobility solutions.

3. Proposed method. The developed framework is based on the API for finding parking, an Optimized DL model, a cloud-based parking server, and an open data portal. The API receives the parking request from the applications and returns the parking list, which is all suitable. The car parks within 2 km of the destination are listed as a choice for a parking slot. The direct request is made to the cloud-based smart parking server for each parking slot and analyzed through the developed DL approach. The cloud-based server receives the detected available parking slot in real-time and if the request is for a future date, then it is directed to the DL-based service. The ECNN-BGLSTM detects the parking slots in that service and returns the result. The data collection from the open data portal is described in the data preparation stage. These details are illustrated in the proposed model in Fig 3.1.

3.1. Smart car parking system (SCPS). The SCPS system informs the drivers regarding the parking slot availability of various parking locations. The checking of parking slot availability is a time-dependent problem. This paper developed a real-time response through a cloud server and optimized a DL-based approach to predict the available parking slot accurately. The developed SCPS highly depends on the optimized hybrid DL model, which provides accurate data on the availability of parking slots to the drivers. Based on the query requested by the driver, the SCPS analyzed the results and fetched the available parking slot response based on the request’s specific time slot or a specific day. These fetched data are processed by the DL model and predict the free parking availability and transfer the data to the cloud car parking server to inform the driver regarding the availability.

3.2. Decision support system using optimized ensemble DL model. The proposed DSS for parking slot availability prediction receives input from sensors and predicts the availability of various parking locations
at a specific time. Once the data of the request is obtained, applied ECNN-BLSTM model for prediction. Initially, CNN was employed to extract the features from the input car traffic images and has been trained by the BGLSTM model.

### 3.2.1. CNN.
CNN has the powered ability to represent the features of the input image through neuron local connectivity and weight sharing. The layers include the convolution layer to learn the feature representation and the pooling layer to accomplish the invariance. In the convolution layer, the inputs are received by the neuron from the previous layer. The different features are learned by the kernels to convolute from the previous layer. The convolution process is denoted in Eqn 3.1

\[
Y^l_F = \sigma \left( \sum_{i=1}^{F_{l-1}} Y^{l-1}_K w^{l}_KF + b^l_F \right), \quad F \in [1, F_l] \tag{3.1}
\]

where \(F\) is the filter, \(l\) is the layer, \(F\)th activation map of \(l\)th layer is denoted as \(Y^l_F\), \(K\)th activation map of \((l-1)\)th layer is denoted as \(Y^{l-1}_K\). \(W\) and \(b\) connects the \(f\)th activation map of \(l\)th layer at \(K\)th position and bias respectively. The filters of layer \(l\) are denoted as \(F^l\) and \(\sigma\) is the nonlinear activation function [17].

The pooling operations subdued the activation map spatial size as denoted in Eqn 3.2

\[
Y^l_F (i, j) = \sigma \left( \sum_{a=1}^{m-1} \sum_{b=0}^{n-1} \sum_{c=0}^{n-1} (w^{l}_KF(b, c) \otimes Y^{l-1}_K(i+b, j+c) + c^l_F) \right), \quad F \in [1, F_l] \tag{3.2}
\]

where \(m, n\) is the size of filter in the convolution process, \(Y^l_F (i, j)\) obtained from the output of the previous layer, \(b\), and \(c\) are the kernel function. The convolution layer is entailed by the location of the \((l+1)\)th pooling layers \(f\)th activation function by learning the output of the previous layer with the filter size \((2,2)\). The update function is computed as in Eqn 3.3

\[
Y^{l+1}_F (i, j) = \sigma \left( \sum_{a=1}^{m-1} \sum_{b=0}^{n-1} \sum_{c=0}^{n-1} (w^{l+1}_KF(b, c) \otimes Y^{l-1}_K(2i+b, j+c) + c^{l+1}_F) \right), \quad F \in [1, F_{l+1}] \tag{3.3}
\]

### 3.2.2. GLSTM.
The traditional LSTM is based on the backpropagation model which consists of three gates including input, forget, and output gate. The graph LSTM is differentiated from the standard LSTM in terms of the graph structure where each tree node declares LSTM unit. The forward direction of the node captured the history and the backward direction characterizes the response. This mode has five layers including one input, three hidden, and one output layers. The input layer consists of a recurrent neural network (RNN) which denotes the extracted features from CNN. Each feature of the input layer is declared by the neuron.
The usage of a batch normalization layer reduces the overfitting issue which standardizes the prediction of the hidden layer. For the iteration $t$, the Graph LSTM computed the forward hidden sequence $\overrightarrow{h}$ and Backward hidden sequence $\overleftarrow{h}$ and the output sequence $Y$ as in Eqn 3.4 and 3.5

$$\overrightarrow{h} = H(w_{\overrightarrow{F}}F_t + w_{\overrightarrow{h}}\overrightarrow{h}_{t-1}F_t + b_{\overrightarrow{h}})$$ (3.4)

$$\overleftarrow{h} = H(w_{\overleftarrow{F}}F_t + w_{\overleftarrow{h}}\overleftarrow{h}_{t-1}F_t + b_{\overleftarrow{h}})$$ (3.5)

$$Y_t = w_{\overrightarrow{h}}Y \overrightarrow{h}_t + w_{\overleftarrow{h}}\overleftarrow{h}_t + b_Y$$ (3.6)

where $H$ is the hidden layer function, $w$ is the weight matrices and $b$ is the bias vector of each feature $F$. For each feature, the GLSTM cell is denoted in Fig 3.2.

For the particular iteration $t$, the input ‘I’, forget ‘F’, output ‘O’ gate and cell state ‘C’ with the activation function $\sigma$ is updated as in Eqn 3.7 to 3.11

$$F_t = \sigma(w_{F_F}F_t + w_{F_C}h_{t-1} + w_{C_F}C_{t-1} + b_F)$$ (3.7)

$$I_t = \sigma(w_{F_I}F_t + w_{I_C}h_{t-1} + w_{C_I}C_{t-1} + b_I)$$ (3.8)

$$O_t = \sigma(w_{F_O}F_t + w_{O_C}h_{t-1} + w_{C_O}C_{t-1} + b_O)$$ (3.9)

$$C_t = F_tC_{t-1} + I_ttanh(w_{F_C}F_t + w_{C_C}h_{t-1} + b_C)$$ (3.10)

$$\overrightarrow{h}_t = O_ttanhC_t$$ (3.11)

For backward G-LSTM, the parameters are updated as follows in Equation from 3.12 to 3.18.

$$F_t = \sigma(w_{F_F}F_t + w_{F_C}\overleftarrow{h}_{t-1} + w_{C_F}C_{t-1} + b_F)$$ (3.12)
\[ I_t = \sigma(w_{ft}f_t + w_{ht}h_{t-1} + w_{ct}C_{t-1} + b_I) \]  
(3.13)

\[ O_t = \sigma(w_{fo}f_t + w_{ho}h_{t-1} + w_{co}C_{t-1} + b_O) \]  
(3.14)

\[ C_t = F_tC_{t-1} + It\tanh(w_{fc}f_t + w_{hc}h_{t-1} + b_C) \]  
(3.15)

\[ h_t = O_t\tanh C_t \]  
(3.16)

### 3.2.3. Ensemble CNN-BGLSTM.

The ensemble model aggregates the BGLSTM and CNN to overcome the overfitting issue of the prediction system. The GLSTM model trained with the \( G_k \) over the training data of iteration \( k \). Initially, \( G(i) \) is equally set as \( G_1(i) = 1/n \). The modified output cell of Eqn 3.9 and Eqn 3.14 is declared as, (Forward)

\[ O_k = \sum_{k=0}^{n} \left( \sigma(w_{F_k}F_k + w_{h_k}h_{k-1} + w_{C_k}C_{k-1} + b_k) \right) \]  
3.9

(Backward) \( O_k = \sum_{k=0}^{n} (\sigma(w_{F_k}f_k + w_{h_k}h_{k-1} + w_{C_k}C_{k-1} + b_k) \) 3.14

The error function defined by the user is identified as the boosting outputs expressed mathematically as,

\[ E_k = (O_{actual} - O_k) \]  
(3.17)

For the expression, the network parameter \( a_k \) is computed as,

\[ a_k = 0.5 \left\{ \ln \left( \frac{1 - E_k}{E_k} \right) \right\} \]  
(3.18)

\( E_k \) is the final boosted ensemble output which is computed while the error is declared as zero and the mathematical expression is declared as in Eqnn 3.19

\[ Y_k = \text{sign} \left( \sum a_k O_k \right) /a_k \]  
(3.19)

### 3.2.4. Optimization using GA.

The genetic algorithm (GA) is a global optimization approach that mimics biological evolution in nature. It obtains the optimal solution through continuous evolution, based on the survival of the fittest. GA involves three operations: selection, crossover, and mutation. Crossover is the primary method for generating offspring and forming a new generation.

The GA process includes an initial population, parameter coding, designing a fitness function, genetic operations, and control parameter settings. The main ideas behind GA are as follows: (i) Generating the initial population randomly and conducting classification. The next population is generated through GA selection, crossover, and variations, serving as the first generation. (ii) Merging the parental population with the offspring population, generating the second generation, and conducting non-inferior classification. Selecting the appropriate individuals to create the new parental population based on each individual’s focusing distance. (iii) Continuing the generation of offspring until the condition is satisfied.

GA-based optimization has several advantages over other approaches. It operates directly on decision variable coding and structural objects like sets, matrices, sequences, graphs, and trees. GA is not only a simulation of biological gene processes and genetic evolution but also facilitates the application of genetic operators. It has been successfully applied in various fields such as automatic function, number optimization, production scheduling, machine learning, and image processing. GA utilizes objective function values for searchability and fitness function to measure individual fitness, providing an advantage when dealing with difficult-to-derive objective functions. Another advantage of GA is its global search ability, starting from an initial population with diverse individuals to avoid getting stuck at local optima. GA follows probability rules rather than deterministic rules, offering flexible searching and reducing parameter influences. Its strong scalability allows it to be combined with various technologies.
4. Results and Discussions. This section presents the experimental results and discussions using Keras, a neural network library. The Jupiter notebook was chosen for compiling the program. Geographic data from the European market was collected for processing. Initially, the dataset consisted of eight parameters: ID, timestamp, number, video_channel, date_time, date, time, and seconds, with 109,736 records. However, the fixed parameter values for each car park did not significantly affect the model’s performance. After recording the data, abnormal entries were identified and removed through preprocessing to eliminate duplicate entries, missing values, and Lagrange interpolation. The data was then standardized, resulting in 109,579 records. Fig 4.1 illustrates a sample of the processed data.

4.1. Metrics used. The predictive model performance is evaluated using the metrics such as Root Mean Square Error (RMSE), Mean Squared Error (MSE), Mean Absolute Error (MAE), and Accuracy values.

1. RMSE has been used to find the prediction model deviation which takes the values from 0 to $+\infty$. The closer the value of 0, the lower the prediction model deviation. The mathematical expression is stated as follows:

$$ RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (Y_i - \hat{Y})^2} \quad (4.1) $$

2. MSE: It depicts how the regression curve is closer to the set of points and it is generally a regression problem and it is stated as,

$$ MSE = \frac{1}{N} \sum_{i=1}^{N} (Y_i - \hat{Y})^2 \quad (4.2) $$

3. MAE: Average error magnitude in the predictions and the low value indicates the accurate prediction.

$$ MAE = \frac{1}{N} \sum_{i=1}^{N} |Y_i - \hat{Y}| \quad (4.3) $$
Table 4.1: Error assessment

<table>
<thead>
<tr>
<th>Train-Test set</th>
<th>Models</th>
<th>MAE</th>
<th>MSE</th>
<th>RMSE</th>
<th>MdAE</th>
<th>MSLE</th>
</tr>
</thead>
<tbody>
<tr>
<td>70-30%</td>
<td>SVM</td>
<td>2.5</td>
<td>8.5</td>
<td>2.91</td>
<td>0.032</td>
<td>0.014</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>2.43</td>
<td>7.12</td>
<td>2.66</td>
<td>0.033</td>
<td>0.017</td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>0.97</td>
<td>2.53</td>
<td>1.58</td>
<td>0.023</td>
<td>0.008</td>
</tr>
<tr>
<td></td>
<td>Proposed ECNN-BGLSTM</td>
<td>0.88</td>
<td>1.83</td>
<td>1.35</td>
<td>0.018</td>
<td>0.002</td>
</tr>
<tr>
<td>80-20%</td>
<td>SVM</td>
<td>2.71</td>
<td>8.62</td>
<td>2.93</td>
<td>0.035</td>
<td>0.015</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>2.53</td>
<td>7.81</td>
<td>2.79</td>
<td>0.036</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>1.02</td>
<td>3.12</td>
<td>1.77</td>
<td>0.034</td>
<td>0.010</td>
</tr>
<tr>
<td></td>
<td>Proposed ECNN-BGLSTM</td>
<td>0.91</td>
<td>2.03</td>
<td>1.42</td>
<td>0.021</td>
<td>0.004</td>
</tr>
<tr>
<td>90-10%</td>
<td>SVM</td>
<td>2.83</td>
<td>9.12</td>
<td>3.01</td>
<td>0.057</td>
<td>0.017</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>2.87</td>
<td>8.37</td>
<td>2.89</td>
<td>0.043</td>
<td>0.021</td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>1.11</td>
<td>3.18</td>
<td>1.78</td>
<td>0.045</td>
<td>0.011</td>
</tr>
<tr>
<td></td>
<td>Proposed ECNN-BGLSTM</td>
<td>0.98</td>
<td>2.43</td>
<td>1.55</td>
<td>0.035</td>
<td>0.005</td>
</tr>
</tbody>
</table>

4. Median Absolute Error (MdAE):

\[
MdAE = \text{median} \left( \sum_{i=1}^{N} |Y_i - Y| \right)
\]  \hspace{1cm} (4.4)

5. Mean Squared Log Error (MSLE): It is declared as,

\[
MSLE = \frac{1}{N} \sum_{i=1}^{N} \left( \log((Y_i) + 1) - \log((Y) + 1) \right)^2
\]  \hspace{1cm} (4.5)

where \(Y_i\) is the actual available parking space and \(Y\) is the prediction of the available parking space predicted by the ECNN-BGLSTM.

4.2. Result analysis and comparison. The efficiency of the proposed model is compared with standard Deep Learning (DL) approaches, including SVM, Random Forest, and LSTM [7]. The model’s quality is evaluated under three different cross-validation scenarios: 70:30, 80:20, and 90:10, where the first term represents the percentage of training data and the second term represents the percentage of testing data. The models were executed for 100 epochs, and their performance is presented in Table 4.1. Among the scenarios, the proposed model achieved an improved prediction rate with a reduced error rate compared to other approaches, specifically in the 70:30% scenario.

Fig 4.2 displays the actual and predicted values of both the proposed and existing approaches. The green line represents the actual prediction results, while the red line denotes the predicted results of the approaches. Specifically, Fig 4.2 (d) illustrates the efficient prediction of the parking occupancy rate using the proposed model, outperforming the other approaches. In contrast, Fig 4.2 (a) for SVM, Fig 4.2 (b) for RF, and Fig 4.2 (c) for LSTM show good predictions in linear time series but worse predictions at maximum and minimum points.

The accuracy comparison in terms of the number of epochs for predicting available parking spaces is depicted in Fig 4.3. As the number of epochs increases, the accuracy also improves. At 100 epochs, the proposed model achieved an enhanced accuracy of 98.5% for predicting parking space availability. In comparison, other approaches, such as SVM, RF, and LSTM, achieved accuracies of 90%, 91%, and 95.3%, respectively. Fig 4.4 shows the training loss comparison. As the number of epochs increases, the loss value decreases. Notably, the proposed ECNN-BGLSTM model outperforms other approaches by reducing the training loss to 0.032, whereas state-of-the-art approaches like SVM (0.09), RF (0.08), and LSTM (0.072) exhibit higher loss values.

5. Conclusion. IoT enables the intelligent interconnection between things, the cloud, and individuals, facilitating efficient action plans. This smart exchange of information is processed and sent to the cloud.
server via the web, where it is utilized for car parking convenience. The challenge of finding available parking spaces in the European market often results in wrong parking, leading to vehicle congestion and traffic jams. Therefore, the development of a smart parking system that notifies users about available spaces is crucial for Europeans. In this paper, we present an intelligent smart car parking space availability prediction system that utilizes ensemble Deep Learning (DL) and IoT. Using data sourced from the European market, the prediction of available parking spaces is carried out by the Ensemble CNN and Boosted Graph LSTM model, utilizing feature extraction. To enhance the model’s performance, Genetic Algorithm optimization is employed on the ECNN-BGLSTM. Evaluation of the model encompasses metrics such as Root Mean Square Error (RMSE), Mean Square Error (MSE), and Mean Absolute Error (MAE). The experimental analysis underscores the superior performance of the proposed model, achieving an enhanced accuracy of 98.5% with notable reductions in error rates and losses. Subsequent research will delve into examining traffic density with diverse parameters, alongside the implementation of novel strategies to efficiently address parking space availability and further extend the smart parking system to encompass smart charging, thus contributing to the realm of smart city applications.

Fig. 4.2: Prediction results (a) SVM (b) Random Forest (c) LSTM (d) Proposed ECNN-BGLSTM
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