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Abstract. Recommender systems are already being used by several biggest e-commerce websites to assist users in finding things to buy. A recommender system gains knowledge from a consumer and suggests goods from the available goods that will find most value. In this deep learning technique, the Hybrid Deep Collaborative Transformer (HDCT) method has emerged as a promising approach. However, it is crucial to thoroughly examine and rectify any potential errors or limitations in the optimization process to ensure the optimal performance of the HDCT model. This study aims to address this concern by thoroughly evaluating the HDCT method uncovering any underlying errors or shortcomings. By comparing its performance against other existing models, the proposed HDCT with Federated Learning method demonstrates superior recommendation accuracy and effectiveness. Through a comprehensive analysis, this research identifies and rectifies the errors in the HDCT model, thereby enhancing its overall performance. The findings of this study provide valuable insights for researchers and practitioners in the field of e-commerce recommendation systems. Data for the RS is collected from the Myntra fashion product dataset. By understanding and addressing the limitations of the HDCT method, businesses can leverage its advantages to improve customer satisfaction and boost their revenue. Ultimately, this research contributes to the ongoing advancements in e-commerce recommendation systems and paves the way for future improvements in this rapidly evolving domain. The suggested model’s efficacy is assessed using metrics for MSE, MSRE, NMSE, RMSE, and MAPE. The suggested values in metrics are 0.2971, 0.2763, 0.4013, 0.3222, 0.2911 at a 70% learn rate and 0.2403, 0.2234, 0.3506, 0.2025, 0.2597 at an 80% learn rate, and the proposed model outperformed with the least amount of error.
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1. Introduction. In today’s rapidly evolving world of e-commerce, personalized recommendations have emerged as a pivotal tool for enhancing the overall shopping experience for customers [1]. Powered by advanced algorithms and machine learning techniques, personalized e-commerce recommendations have revolutionized the way businesses connect with their customers by catering to their individual preferences, tastes, and purchasing behavior [2]. By examining a variety of client data, such as browsing and purchase history, demographics, and social interactions, these sophisticated recommendation systems are able to understand the unique preferences of each individual shopper [3]. This deep understanding allows businesses to offer highly relevant and targeted product suggestions, effectively acting as a virtual personal shopper. The benefits of personalized recommendations are twofold [4]. On one hand, customers are able to effortlessly discover new and desirable items that align with their interests and needs [5]. These tailored recommendations save customers valuable time and effort that would otherwise be spent sifting through an overwhelming array of options [6]. Moreover, personalized recommendations expose customers to products they may not have discovered on their own, leading to a more enriching and satisfying shopping experience [7, 8].

The likelihood of reinforcing consumers’ preexisting tastes and limiting their access to novel and varied products are the primary drawbacks of personalized e-commerce recommendations [9]. Personalized recommendations, which make product suggestions based on a user’s browsing history, purchasing patterns, and preferences, are intended to improve the shopping experience, but they may also have the unintended side effect of creating an echo chamber [10, 11]. Users may miss out on learning about new and alternative possibil-
ities that they might have found interesting if similar products or things from the same category are frequently suggested to them [12, 13]. Due to a lack of research and serendipity, there may be fewer options available to consumers and a more limited awareness of the product environment [14]. Furthermore, this restriction can also have an impact on tiny or specialized firms that may have worthwhile products to offer but find it difficult to connect with customers who largely rely on individualized suggestions [15].

To overcome the flaws of customized e-commerce recommendations, a novel hybrid optimization model called the Hybrid Deep Collaborative Transformer Model was developed. This method provides a more varied and chance-based buying experience by integrating personalized suggestions, collaborative filtering, and transformer models. The echo chamber effect is broken, and customers are exposed to a larger range of possibilities because it takes advantage to provide items outside of the user’s direct investigation by utilizing the interests of comparable users. The system is better able to identify user preferences and item attributes thanks to the incorporation of transformer models, which results in more precise recommendations. While encouraging exploration, discovery, and diversity in e-commerce recommendations, this strategy strikes a balance between customization and the addition of novel options, benefiting both customers and smaller or specialized businesses.

The motivation behind the study is deep understanding of the changing digital landscape and its seismic effects on international trade can be gained via the engaging study of e-commerce. Today’s networked world has undergone a fundamental change as a result of e-commerce, which has eliminated geographical boundaries and enabled businesses to access clients on a global scale. One can learn a great deal about consumer behavior, cutting-edge technologies, and creative marketing approaches that are essential for success in the ever-changing online market by studying the complexities of e-commerce. Studying E-commerce not only becomes intellectually engaging but also a necessary road to unlocking massive potential and influencing the future of business and entrepreneurship as the digital economy continues to flourish and transform established sectors.

Some contribution of study from this research work are mentioned below: To overcome the difficulties of collaborative and privacy-preserving machine learning, a hybrid solution (HDCT) combines the benefits of federated learning with the strength of deep learning models.

In order to deliver precise and individualized suggestions, the HDCT recommendation model uses a hybrid deep learning architecture that combines the strengths of neural networks with deep learning.

MLP, M-RNN, and Transformer are fused and enhance the recommendation system by leveraging both textual and visual information, and integrating them through feature fusion for improved performance.

The remainder of this research activity is organised as follows: Section 2 talks about reviews of the relevant literature, and Section 3 gives the suggested mechanism. The experimental findings are presented in Section 4. This study is concluded in Section 5.

2. Literature Review. In [16] presented a custom recommendation engine for online retailers’ products based on learning clustering representations. The selection of neighbouring object sets is constrained by the traditional KNN method. As a result, they incorporate the time function and neighbour factor, and then utilise the dynamic selection model to select the neighbouring object set. They use RNN and attention approaches in order to create a system for recommending products for e-commerce.

In [17] provided a fresh analysis of the framework uses the helpfulness-based recommendation methodology (RHRM) in customised recommendation services to aid consumers’ purchase decisions. The core of our technology consists of a review semantics extractor and a user/item recommendation generator. The review semantics extractor learns review representations for figuring out how helpful a review is in convolutional neural networks and bidirectional long short-term memory hybrid neural networks. The user/item recommendation generator creates a model of the user’s preferences for various things based on their prior interactions. Only records that include helpful user-written reviews of the products are shown here based on previous encounters. Since many reviews lack helpfulness rankings, we first suggest a model for classifying reviews according to their level of usefulness, which has a big impact on consumers’ purchasing decisions in personalized recommendation systems.

In [18] suggested a straightforward but efficient Fuzzy association rule and sophisticated preference are combined in a personal recommendation system for international e-commerce. Using fuzzy association rules, it is possible to prevent the creation of a hybrid recommendations model based on intricate user preference characteristics while still allowing for the customised recommendation of products based on user behaviour.
preferences. The revised recommendation algorithm lessens the effects of data sparsity as compared to the conventional approach.

In [19] preferred UTA algorithm’s user preference model is based on user ratings on a number of project criteria. Personalised recommendation has a scaling issue, and clustering is employed to solve it. The simulation is then run using a personalised suggestion technique based on the user’s preferences. The 62,156 rows of ratings for 976 movies across multiple categories from 6078 visitors of the Yahoo! Movies website make up the simulation data.

In [20] proposed the promotion of products through e-commerce, the accurate recommendation of goods suited to customers, and the promotion of product consumption. A comprehensive body of literature serves as the foundation for the creation of a personalized recommendation framework for e-commerce. A cloud computing platform that makes use of Hadoop. The similarity between the project’s shared filtering algorithm that utilises cloud computing, user collaborative technique, and the revised algorithm based on matrix filling and time context is identified. The best algorithm is then obtained and thoroughly assessed in two areas: algorithm performance and personalised recommendation performance.

In [21] discussed the JD.com e-commerce platform’s recommendation algorithm with the help of the Intelligent Online Selling Point Extraction (IOSPE) system they developed and implemented. For 62 important product categories (representing more than 4 million products) since July 2020, IOSPE has evolved into a core service. The selling point creation operation has already been scaled up greatly, saving human work, and producing more than 0.1 billion selling points.

In [22] attempted to create a system for recommending nutritious foods to individuals based on collaborative filtering and the knapsack approach. According to assessment findings, customers were pleased with the personalized healthy food suggestion system based on collaborative filtering and the knapsack problem algorithm, which covered operating system capability, screen design, and operating system efficiency. Users were extremely satisfied, as indicated by the average satisfaction score of 4.20 for the entire sample. Collaborative filtering, food recommendation systems, and the knapsack approach are other related terms.

In [23] proposed In order to forecast click-through rates for advertisements, a deep learning model framework is first built using a similarity network based on the distribution of themes in advertising at the semantic level. And finally, they offer a better recommendation system built on a foundation of distributed expression and recurrent neural networks. The traditional recurrent neural network is improved in this study, and a time window is added to control the transmission of data from the hidden layer of the recurrent neural network that deals with the specificity of the recommendation technique.

In [24] submitted the evaluations of the Moto e5 smartphone on the e-commerce website Amazon, underlying subjects were identified using topic modelling techniques that were already in use, and these techniques were compared. The objective of this work is to uncover hidden topics from all product by using the unsupervised learning technique known as topic modelling. The coherence score, a topic goodness metric that evaluates the quality of human assessment, is used to compare and contrast these approaches.

In [25] improved e-commerce’s Service (QoS) and experience (QoE) quality. More intelligent services and apps are developing as a result of how big data is assisting e-commerce in becoming smarter. Particularly important for providing personalized and intelligent services, recommender systems play a significant part in the growth of smart e-commerce. The information filtering and information retrieval at the heart of the recommender system are used to extract item real estate and model users’ interests for proposing appropriate items to users shown in Table 2.1.

3. Proposed methodology. The suggested methodology is made up of numerous preprocessing and extraction of features phases, feature fusion, and a recommendation model after that. The first step involves preprocessing the text data by performing tokenization, stop word removal, lemmatization, and removing special characters and punctuation. Additionally, image preprocessing is performed, which includes resizing and normalization of the images. In the second step, features are extracted from different sources. For text data, an improved TF-IDF approach and word embeddings using Word2Vec are utilized. Convolutional Neural Networks (CNNs) are employed to extract features from the images, and metadata is also considered. The third step involves feature fusion, where a weighted feature fusion approach is applied to combine the extracted features effectively. Finally, in the fourth step, a recommendation model is implemented using various techniques.
Table 2.1: Problem identification

<table>
<thead>
<tr>
<th>Author and citation</th>
<th>year</th>
<th>Aim</th>
<th>Methodology</th>
<th>Problem Methodology</th>
</tr>
</thead>
<tbody>
<tr>
<td>[16]</td>
<td>2019</td>
<td>Design a learning clustering representation -based personalized recommendation system for online retailers’ products</td>
<td>Combine RNN and attention methods, add Neighbor factor and time function, use dynamic selection model to choose neighboring object set</td>
<td>Constrained selection of nearby object sets in the traditional KNN approach</td>
</tr>
<tr>
<td>[17]</td>
<td>2021</td>
<td>To provide a fresh analysis of the framework of the helpfulness -based recommendation methodology (RHRM) to assist consumers’ purchase choices in customized recommendation services.</td>
<td>cc A convolutional neural network and a bidirectional long short-term memory hybrid neural network to learn</td>
<td>Personalized recommendation systems, consumers’ purchasing decisions can be influenced significantly by helpful user-written</td>
</tr>
<tr>
<td>[18]</td>
<td>2020</td>
<td>Develop a cross-border e-commerce personalized recommendation algorithm combining preference and fuzzy association rule</td>
<td>Personalize recommendations based on user behavior preferences</td>
<td>Reduce the impact of data sparsity in cross-border e-commerce personalized recommendations</td>
</tr>
<tr>
<td>[19]</td>
<td>2019</td>
<td>Utilize clustering and UTA algorithm to address scalability issue and provide personalized recommendation</td>
<td>Perform simulations and suggest personalized recommendations based on user preference</td>
<td>Address the scalability issue of personalized recommendation, build a user preference model, and provide personalized suggestions</td>
</tr>
<tr>
<td>[20]</td>
<td>2021</td>
<td>Construct a personalized recommendation framework for e-commerce based on a large body of literature and comparison of algorithms</td>
<td>Cloud computing and Hadoop, User collaborative algorithm, and Improved algorithm based on matrix filling</td>
<td>Construct a personalized recommendation framework for e-commerce, compare different algorithms and assess their performance</td>
</tr>
<tr>
<td>[21]</td>
<td>2022</td>
<td>cc Discuss the Intelligent Online Selling Point Extraction (IOSPE) system and its implementation in an e-commerce platform</td>
<td>Scale up selling point creation operation, save human work, and generate a large number of selling points</td>
<td>Develop and deploy IOSPE system to support e-commerce recommendations, improve efficiency, and generate a large number of selling points</td>
</tr>
<tr>
<td>[22]</td>
<td>2021</td>
<td>To create a system for recommending nutritious foods to individuals</td>
<td>Collaborative filtering and the knapsack approach</td>
<td>Personalized healthy food suggestions</td>
</tr>
<tr>
<td>[23]</td>
<td>2020</td>
<td>cc Construct a deep learning model framework for advertising click-through rate prediction</td>
<td>Utilize similarity networks and text recurrent neural networks to improve recommendation algorithm</td>
<td>Enhance conventional recurrent neural networks to address the specificity of the recommendation algorithm</td>
</tr>
<tr>
<td>[24]</td>
<td>2020</td>
<td>Uncover hidden topics from product reviews using topic modelling techniques</td>
<td>Compare and evaluate different topic modelling techniques</td>
<td>Use unsupervised learning (topic modelling) to identify hidden topics in product reviews and assess technique quality</td>
</tr>
<tr>
<td>[25]</td>
<td>2021</td>
<td>Improve Quality of Service (QoS) and Quality of Experience (QoE) in e-commerce</td>
<td>Utilize recommender systems for personalized and intelligent services</td>
<td>Enhance e-commerce by providing smarter and more intelligent services using recommender systems</td>
</tr>
</tbody>
</table>

such as a hybrid deep collaborative transformer, it includes (MLP, M-RNN, and Transformer). By utilising both textual and visual information and fusing them through feature fusion for greater performance, this holistic strategy seeks to improve the recommendation system shown in Fig. 3.1.

3.1. Preprocessing. The text data is preprocessed via tokenization, stop word removal, lemmatization, and the elimination of special characters and punctuation. Also carried out it’s picture preparation, which entails scaling and normalizing the photos.
3.1.1. **Tokenization.** To distinguish the contents, tokens, also known as words, are utilized. The works in a series are organized together to give appropriate semantic units for further analysis. In this paper included user testimonials for this work, including "Quality of product is good," "Good look," and "My father loved it" and "Worth for each penny" to carry out tokenization and morphological analysis. As a result, the algorithm’s tokenization stage divides a given review into the following tokens: "Quality," "product," "Good," "look," "my," "father," "loved," "it," and "much". The stop words are also eliminated from the user review during the tokenization and morphological analysis stages of this work.

3.1.2. **Stop word removal.** Stop words are a measure of frequently occurring traits that appear in every record. Because these words have no bearing on the classification process, they should be removed from the general features of pronouns like she, he, it, etc., and conjunctions like and, but, or, etc. To reduce the quantity of the data, the stop word should be eliminated. To increase performance, a stop word needs to be eliminated. Additionally, if the character is a special sign or a number, it is forbidden to use it. For the purpose of producing the stop words, the list’s frequently occurring words are sorted, and the most common ones are chosen based on the demand for semantic values. Once such terms have been chosen, they need to be removed. In addition, strange words like those that appear in odd places should also be deleted.

3.1.3. **Lemmatization.** Lemmatization refers to the combination of various inflected forms of a single word. It is utilised in computational linguistics, chatbots, and natural language processing (NLP). Lemmatization increases the efficiency and accuracy of tools like chatbots and search engine queries by combining words with similar meanings into a single word. Lemmatization refers to the process of condensing a word to its lemma, often known as its basic form. For instance, the verb "running" would be known by the term "run."
Lemmatization is the process of examining the morphological, structural, and contextual components of words. In order to correctly identify a lemma, tools look at the sentence's context, meaning, and intended part of speech together with the word's place in the larger context of the phrase it's in, the sentences next to it, or even the entire document. Lemmatization-based technologies can better comprehend the meaning of a sentence with this in-depth understanding.

A word is reduced to its lemma through lemmatization. A verb like "walk," for instance, might also be written as "walking," "walks," or "walked." The letters "s," "ed," and "ing" that indicate inflection are eliminated. These words are grouped as a lemma through lemmatization, meaning "walk". Depending on the context, "saw" could be understood in a variety of ways. For instance, the word "saw" can be decomposed into the lemma "see" or "saw." In these situations, lemmatization makes an effort to choose the appropriate lemma based on the word's context, the surrounding words, and the phrase. Other words, like "better," could be reduced to a lemma like "good."

3.1.4. Removing Special Character and Punctuation. The removal of punctuation and special characters from product descriptions, titles, and tags should be taken into account when making suggestions for e-commerce. Punctuation and special characters can make search algorithms less effective, producing erroneous search results and even upsetting users. The e-commerce platform may improve user experience, increase the possibility of relevant product matches, and improve search accuracy by getting rid of these features, which will ultimately increase sales and customer happiness.

3.1.5. Image preprocessing. Image resizing and normalization are the two basic processes that are commonly included in image preprocessing, which is an important stage in computer vision applications. Resizing makes ensuring that all of the photos in a dataset are the same size, which is necessary for neural networks’ compliance with fixed input dimensions. Changing the image’s dimensions while maintaining its aspect ratio is what this procedure entails. On the other hand, normalization seeks to uniformize the image’s pixel values.

1. Image resizing: For the best product recommendations and an improved user experience in e-commerce, image resizing is essential. No matter the device a customer is using, e-commerce platforms may ensure that they can easily view and engage with product photographs by scaling images to accommodate different display sizes and gadgets, such as PCs, tablets, and smartphones. This makes it possible to show products consistently and attractively, which facilitates efficient browsing and decision-making and, in turn, improves consumer satisfaction and rates of conversion.

2. Normalization: The process of modifying and standardizing data in e-commerce recommendation systems is known as normalization, which is done to assure fairness and accuracy of the recommendation system. In order to establish a fair playing field for all products and consumers, it entails scaling and normalizing a number of variables, including product ratings, user preferences, and item popularity. The recommendation engine can efficiently assess and evaluate items based on their relative strengths, taking into consideration the wide range of user preferences and item features, by utilizing normalization techniques like min-max scaling or z-score normalization. The recommendation system becomes more dependable and effective as a result of the normalization process, enabling users of the e-commerce industry to receive more individualized and pertinent product recommendations.

3.2. Feature Extraction. Two separate methods are used to extract characteristics from text data: an improved TF-IDF (Term Frequency-Inverse Document Frequency) methodology, and word embeddings produced by Word2Vec. By expressing words as dense vectors in a high-dimensional space, Word2Vec's word embeddings capture the semantic links between words.

3.2.1. Improved Term Frequency-Inverse Document Frequency. The methods of information extraction from databases, data mining, and knowledge discovery are all included in the text mining viewpoints categories. Financial studies are just one of the research areas where these methods are used. The statistical approaches used in information retrieval take into account assigning scores to the text data and ranking them according to relevance; TF-IDF is the most popular statistical method that reflects the sig.

Step 1: Term Frequency (TF) Calculation:
(a) Calculate the raw term frequency \((TF_{raw})\) by counting the number of occurrences of each term in the document.
(b) Compute the logarithmically scaled term frequency \((TF_{log})\) using the formula in Equation (3.1):

\[
TF_{log}(t,d) = 1 + \log (TF_{raw}(t,d))
\] (3.1)

Step 2: Inverse Document Frequency (IDF) Calculation:
(a) Calculate the document frequency \((DF(t))\) by counting the number of documents containing each term.
(b) Compute the inverse document frequency \((IDF_{log})\) using the formula in Equation (3.2),

\[
IDF_{log}(t) = \log(N/DF(t))
\] (3.2)

Step 3: Term Frequency Normalization (proposed):
(a) Equation (3.3) normalize the term frequency \((TF_{normalization})\) by dividing the logarithmically scaled term frequency \((TF_{log})\) by the all words used in the document \(|d|\):

\[
TF_{norm}(t,d) = \frac{TF_{log}(t,d)}{|d|}
\] (3.3)

Step 4: Weight Function (proposed):
(a) Define a frequency-based weight that assigns weights to terms based on specific criteria. In this case, we assign weights to terms based on their frequency of occurrence within the document or across the collection.
(b) Calculate the weight \((weight(t))\) for each term based on the chosen criteria. One common approach is to use a term frequency-based weight. Here’s the Equation (3.4) for assigning weights based on term frequency:

\[
weight(t) = TF_{norm}(t,d)
\] (3.4)

In this Equation (3.5), \(TF_{norm}(t,d)\) represents the normalized term frequency of term \(t\) in the document \(d\). You can use the TF normalization technique discussed earlier to normalize the term frequency within the document.

\[
TF_{norm}(t,d) = \frac{TF_{log}(t,d)}{\max(\log(t,d))}
\] (3.5)

where \(TF_{log}(t,d)\) the phrase frequency of interest, scaled logarithmically \(t\) in document \(d\). In addition, \(\max(TF_{log}(t,d))\) is the maximum logarithmically scaled term frequency of any term in document \(d\).

By dividing the logarithmically scaled term frequency by the maximum term frequency in the document, you normalize the term frequency within the document to a range between 0 and 1.

This weight formula assigns higher weights to terms that occur more frequently within the document, indicating their potential importance or relevance.

Step 5: TF-IDF Calculation:
(a) Calculate the modified TF-IDF in Equation (3.6) score \(TF - IDF_{modified}\) by multiplying the normalized term frequency \((TF_{norm}), weight (weight(t)), and IDF_{log}\):

\[
TF - IDF_{modified}(t,d) = TF_{normalization}(t,d) \times weight(t) \times IDF_{log}(t)
\] (3.6)

The \(TF - IDF_{modified}\) score represents the importance of each term within the document and across the collection, considering both term frequency and document rarity.

3.2.2. Word2Vec. Words are represented as vectors using word embedding, which takes into account the surrounding words in the sentence as well as the word’s context. Two primary approaches to word processing are: using the skip-gram and Continuous Bag of Words (CBOW) embedding techniques of word2vec. Through the use of context, CBOW is able to anticipate words. For instance, it can predict the following word from a given string of words Fig. 3.2.

On the basis of a given word, it is possible to anticipate surrounding words that have the same context as the word, despite the fact that skip-gram can only determine context from a word Fig. 3.3.
In order to analyses if a consumer is satisfied with a product after using it, Word2Vec approaches are frequently used for sentiment analysis. Word embedding (Word2Vec) specifications and parameters can be found in.

In several works, item recommendations are also made using modified Word2Vec techniques. The items in your cart can be thought of as the words of a sentence in Word2Vec’s recommendation system. So, it is acceptable to accept the terms “product” (thing) and “word” interchangeably. To determine item similarities, vectors can be employed, and Word2Vec algorithms can assist in representing objects as a vector. Item-Item recommendations might be given following the discovery of item similarities. Instead of using word embedding in this study, Each session serves as a context (sentence) for the product embedding that we create from the
data. A similar methodology is used in our Word2Vec RS. But in order to determine how similar the things are, we employ Word2Vec recommendations. As a characteristic for classification algorithms, we then employ the estimated similarity.

3.2.3. Extract features by images. Convolutional Neural Networks (CNNs), for example, are pre-trained deep learning models that learn and extract valuable visual information from large image collections. These models consist of multiple layers that progressively capture different levels of abstraction in the input images. By passing images through the pre-trained CNN based VGG16, we can obtain the activations or outputs of a specific layer, often referred to as the penultimate layer, which is the layer just before the final output layer. Extracting the output from this penultimate layer provides a high-level representation of the input images, capturing abstract and semantically rich features. Following that, other activities, including image classification, can be accomplished using these derived features, object detection, or as input to other machine learning models for downstream tasks. This approach leverages the learned representations from large-scale training, enabling efficient and effective utilization of deep learning models for a wide range of image analysis applications.

3.2.4. Metadata. Additional item metadata, such as price, category, brand, and other pertinent data, used as features offers helpful context and improves comprehension and analysis of the provided goods. Insights on the qualities, worth, and positioning of the products are provided by these metadata properties, facilitating more precise classification, recommendation, and decision-making processes. Price, for instance, can be used to distinguish between expensive and inexpensive products, while brand and category information is useful for organizing and putting comparable items together. Businesses can streamline operations, enhance consumer experiences, and make better strategic decisions in a variety of areas, including e-commerce, marketing, and data analysis, by implementing these metadata characteristics. It is believed that the features obtained via Metadata are $F_3$ features.

3.3. Weighted feature fusion approach. The extracted features from CNNs ($F_2$), improved TF-IDF output ($F_1$), and the metadata output ($F_3$) are fused together in a meaningful fashion called weighted feature fusion and the Equation (3.7) are shown as below.

$$ Weight \text{ feature fusion} = W(F_1 F_2 F_3) $$ (3.7)

3.4. Recommendation Model. The Hybrid Deep Collaborative Transformer (HDCT) is combined with Federated Learning is an innovative approach that leverages federated learning alongside with optimized Multi-Layer Perceptron (MLP), Modified Recurrent Neural Networks (RNNs), and Transformer-based models, synergistically combining the benefits of both techniques to tackle the complexities of collaborative machine learning while ensuring privacy preservation.

1. Federated Learning. Federated learning is a decentralised machine learning technique that enables a number of devices or nodes to jointly train a single model while maintaining the privacy and local storage of their respective data. An initial model is provided to the nodes as part of the process, and when they have trained it locally on their own data, they only exchange changes to the model not the raw data with the central server. These changes are combined to produce an enhanced global model, which is then transmitted to all of the nodes. Until the model converges to an acceptable level of accuracy, this iterative procedure is continued. Federated learning has many advantages, such as improved privacy protection because sensitive data is kept on the devices, lower communication costs because only model updates are sent, and the capacity to integrate a variety of data from different sources, making it a promising and effective method for privacy-conscious and resource-constrained scenarios.

Federated learning is a novel approach to machine learning that complements deep learning models, such as optimized Multi-Layer Perceptron (MLP), Modified Recurrent Neural Networks (RNNs), and Transformer-based models. Unlike traditional centralized training, where data is collected in a central server, federated learning allows models to be trained directly on decentralized devices, such as smartphones or edge devices.

2. Multi-Layer Perceptron
The proposed Multi-Layer Perceptron (MLP) component aims to improve the performance of preference prediction or item similarity tasks using a novel approach. It starts with the Input Layer, which accepts a fused feature vector representing the input data. This fused feature vector is then passed through multiple Hidden Layers, each consisting of fully connected neurons with non-linear activation functions (such as sigmoid). The introduction of non-linear activation functions makes it possible for the network to discover intricate patterns and connections in the data. To optimize the activation function of the MLP, a new self-improved Bacterial Foraging Optimization (SI-BFO) algorithm is proposed. This optimization technique helps fine-tune the parameters of the activation functions, enabling the MLP to achieve better generalization and convergence properties during the training process. The SI-BFO method offers an efficient and effective way to find optimal configurations for the activation functions, further enhancing the performance of the MLP.

The MLP is utilized for this study’s objectives. Three different layer types are characteristic of MLP, an instance of artificial neural network that is feed-forward (ANN):

- Input layer,
- Hidden layer and
- Output layer.

MLP can separate data that cannot be separated linearly if it is appropriately designed. This characteristic makes MLP useful for regressing and classifying a variety of problems.

Each artificial neuron (AN), the fundamental component of each MLP, is created using the activation function. The activation function (Y) determines the output of each AN are shown in Equation (3.8):

\[ Y = f(u) \]  

3. Logistic sigmoid Activation function

As follows is the formula for the logistic sigmoid activation functions are shown in Equation (3.9):

\[ f(x) = \frac{1}{1 + e^{-x}} \]  

3.4.1. Bacterial Foraging Optimization. Accurately mimics the key processes that E. coli uses to produce while it hunts for food, namely chemotaxis, reproduction, elimination and dispersal. Bacterial Foraging Optimization flow chart is given below Fig. 3.4.

Step 1: Using a random number generator, random coordinates can be assigned within a predetermined range to initialise the population of bacteria with random positions Equation (3.11).

\[ \Theta_{i}(j,k,l) \]  

Step 2: Fitness computation Equation (3.12)

\[ F = \text{min}(E) \]  

1. Chemotaxis

Each bacteria travels gradually towards the goals by swimming and tumbling due to its ability to get away from dangerous items quickly and get nutrients. Bacteria travel continuously with defined run lengths while choosing one route at random within the search space, on the one hand. After falling,
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Fig. 3.4: Bacterial Foraging Optimization

Bacteria could not continue swimming in the same direction until their updated position became worse or until the number of possible moves reached the Nc limit. The new position of the bacterium \( i \) during the \( j+1 \)th chemotaxis, \( k \)th reproduction, and \( l \)th elimination and dispersal, where \( \theta^{i}(j, k, l) \) denotes the bacterium's previous position, \( C(i) \) denotes the step size, and \( i(i) \) denotes a random direction...
vector with all of its elements falling between -1 and 1. And the Equation (3.13) is combined by Lens Opposition-Based Learning.

\[ \theta^i(j+1,k,l) = \theta^i(j,k,l) + C(i) \times \Delta(i) \times \frac{\Delta T(i)}{(\Delta(i)^2 + \varepsilon)} \] (3.13)

Initialize the fitness value \( J(i,j,k,l) \) to evaluate its performance.

Generate a random direction vector \( \Delta(i) \) with elements ranging from -1 to 1.

Generate a random direction vector \( \Delta T(i) \) with elements ranging from -1 to 1.

Update the position of bacterium \( i \) using Lens Opposition-Based Learning.

Update the step size for bacterium \( i \) are mentioned in Equation (3.14)

\[ C(i) = C(i)(1 + \delta) \] (3.14)

2. Reproduction

Following the central tenet of Darwin’s “Survival of the Fittest” theory, the BFO algorithm’s reproduction process reflects the fact that healthier bacteria are more likely to have the remarkable capacity for reproduction to sustain the entire swarm population, while undernourished individuals will ultimately be wiped out. The BFO algorithm records the bacterium’s health level as \( f_{i,\text{health}} \), which may be calculated from the total of fitness values over the course of its existence. In relation to this, the relevant mathematical statement may be shown as Equation (3.15)

\[ f_{i,\text{health}} = \sum_{j=1}^{N_c} J(i,j,k,l) \] (3.15)

where \( J(i,j,k,l) \) is the fitness value of the bacterium \( i \) in the \( j^{th} \) chemotaxis, \( k^{th} \) reproduction, \( l^{th} \) elimination and dispersal, and \( N_c \) is the total number of chemotaxises that the bacterium \( i \) undergoes over its career. When the health value of each bacterium is ranked in ascending order, half of the healthier bacteria (\( Sr=SS/2 \)) can split into two bacteria with identical positions while the remaining bacteria are discarded.

If \( i \leq Sr \) it is denoted by healthier bacteria

In this algorithm Triangle Walk Strategy is additionally combined with reproduction of the search agent hear we denoted the Equation (3.16)

\[ \theta^i(j,k+1,1) = \theta^i(j,k,1) + \lambda \times (\theta^i(j,k,1) - \theta^i(j,k-1,1)) \] (3.16)

In this algorithm Levy Flight Walk Strategy is additionally combined with reproduction of the search agent hear we denoted the Equation (3.17)

\[ \theta^i(j,k+1,1) = \theta^i(j,k,l) + \alpha \times L \times \Delta(i) \] (3.17)

Update the positions of bacteria based on the chosen strategy.

3. Elimination and Dispersal Actually, because of the constant, drastic shift in its environment, bacteria may be exposed to a variety of unanticipated dangers, such as the invasion of harmful substances or a change in the local area’s dynamic temperature. As a result, when confronted with these unfavorable and unexpected circumstances, some germs must spread out as quickly as possible to a more favorable place. Based on it, the bacteria i randomly migrates to a new site \( \Delta' \) following the reproductive process with a specific probability \( P_{ed} \), if not it stays in the existing position.

For each bacterium \( i \), In a uniform distribution between 0 and 1, a random number R is produced. If the generated number R is less than or equal to the dispersal threshold \( P_{ed} \), the bacterium performs dispersal to a new position \( \Delta' \) using the Levy Flight Walk Strategy. A mathematical simulation of the movement of organisms based on heavy-tailed distributions is the Levy Flight Walk Strategy in Equation 3.18.

\[ \theta^i = \theta^i(j,k,l) + \alpha XLX \Delta'_{(i)} \] (3.18)
Else: Remain in the current position \( \Delta^i(j, k, l) \).

4. Termination Repeat steps 3-5 until a termination condition is met, up to a certain number of iterations.

Return the best solution found during the iterations.

3.4.2. Modified RNN. In a sequential user-item interaction-based recommendation system, the input layer processes the historical interaction data, capturing the sequential nature of user actions. The embedding layer transforms the user and item IDs into dense representations, enabling the model to capture latent features. LSTM layers are employed to effectively model temporal dependencies in the interactions, allowing the system to learn from past behaviors and preferences. An appropriate loss function, like mean squared error (MSE), is defined to quantify the prediction error and guide the model towards better recommendations. The fusion layer combines the final hidden states of the user and item embeddings, creating a joint representation that captures their interactions and preferences. Finally, the output layer leverages this fused information to predict user preferences or item similarities, providing personalized recommendations.

3.4.3. Collaborative Filtering. In order to offer consumers items or services, Ratings, past purchases, and browser history are all used in personalised recommendation services. Furthermore, customers who have trouble selecting between different products and services would find a solution like this that provides personalized recommendations useful. Global companies like Netflix, Amazon, and Google make money by providing tailored suggestion services in e-commerce to assist users in making decisions.

The Collaborative Filtering component utilizes an autoencoder architecture to effectively capture user-item interactions in a recommendation system. The autoencoder comprises three key components: the Encoder, Decoder, and Output Layer. The Encoder transforms user and item IDs into lower-dimensional representations, effectively compressing the information while preserving essential patterns and relationships. The Decoder then reconstructs the original input from these encoded representations, allowing the autoencoder to learn the underlying structures in the data. Finally, the Output Layer leverages the learned representations to predict user preferences for items or similarities between items, aiding in generating personalized recommendations.

Cosine similarity. Finding things that are comparable to those that the target user has liked or interacted with during the recommendation process and recommending those items are both steps in the process. Cosine similarity is one similarity measure that can be used to determine how similar two things are, showed in Eq. (3.19).

\[
\theta = \frac{\vec{a} \cdot \vec{b}}{||\vec{a}|| \cdot ||\vec{b}||}
\]

(3.19)

3.4.4. Item-based collaborative filtering. The idea behind the suggestion method known as "item-based collaborative filtering" is that buyers tend to favor goods that are similar to those they have already loved. This strategy uses the idea of item similarity to offer tailored recommendations. The technology finds things that have been often eaten or highly rated in tandem by examining the previous behavior and preferences of consumers. This information is then used to generate recommendations by suggesting products that are comparable to those the user has already indicated an interest in. Since this approach relies on item relationships rather than explicit user preferences, it has a number of benefits, including scalability and accuracy. Item-based collaborative filtering, which takes item similarity into account, enhances the system’s ability to capture subtleties and offer pertinent recommendations.

3.5. Feature fusion. The collaborative filtering component, along with the outputs of the MLP, RNN, and Transformer-based Model components, can be integrated to produce an extensive ensemble model. A fusion approach that combines the individual model outputs, is used to achieve this integration. By combining the predictions from many models, we can take use of each architecture’s advantages and provide a final prediction.
that is more reliable and accurate. By maximizing the aggregate intelligence of the multiple models, this ensemble technique enhances generalization and performance on a range of tasks and datasets.

4. Result and discussion. In this section, the results of the suggested procedures are compared to those of the current methods. The implementation is done with Python. Myntra Fashion Product Dataset comprising 14,481 samples was utilized, accompanied by 14,330 metadata entries, and subjected to a rigorous data cleaning process. The feature extraction phase resulted in 6,581 relevant features. For model training and evaluation, the dataset was split into two different sets: 70% for training and 30% for testing in one experiment, and 80% for training and 20% for testing in another experiment. This separation allowed for the assessment and comparison of the models’ performance under different learning rate scenarios [26].

Several metrics, including Mean Squared Error (MSE), Mean square relative error (MSRE), Normalized Mean Squared Error (NMSE), Root Mean Squared Error (RMSE), and Mean Absolute Percentage Error (MAPE), are used in this e-commerce recommendation system to evaluate the accuracy and efficacy of the recommendations. These metrics give us a way to gauge how closely the real user preferences match the projected recommendations, giving us important information about the performance of the system.

4.1. Performance matrices. Evaluation is done using error measures such as Mean Absolute Percentage Error (MAPE), Mean Square Error (MSE), Normalized Mean Square Error (NMSE), Mean Square Relative Error (MSRE), and Root Mean Square Error (RMSE).

MSE: Calculated is the average squared difference between the expected and actual values. The MSE loss, which is also used to direct model training, is used to evaluate a model’s performance. The better the model fits the data, the lower the MSE shown in Equation (4.1)

\[
MSE = \frac{1}{N} \sum (A_v - P_v)^2
\]  

Where, \(A_v\) is the target variables actual value \(P_v\), where N is the total number of values, and is the target variables predicted value.

MSRE: The Mean Square Relative Error (MSRE) is a metric used to measure the accuracy of a predictive model. It is particularly useful when evaluating models that make continuous predictions, such as regression models shown in Equation (4.2).

\[
MSRE = \left( \frac{\sum ((y_{true} - y_{pred})^2) / y_{true}}{n} \right)^{1/2}
\]  

NMSE: The Normalized Mean Square Error (NMSE) is a metric for comparing two signals that is frequently used to assess how well a prediction algorithm is working. It is described as the difference between the variance of the target signal and the MSE of the forecast signal shown in Equation (4.3)

\[
NMSE = \frac{1}{w} * \sum \left( \frac{(A_v - P_v)^2}{\text{var}(A_v)} \right)
\]  

RMSE: In order to evaluate how different disease symptoms affect the effectiveness of the treatments used at various disease severity levels, RMSE is used in this study in Equation 4.4

\[
RMSE = \sqrt{\frac{1}{N} \sum (A_v - P_v)^2}
\]  

MAPE: The MAPE formula is used (individually for each period) by multiplying the demand by the total number of distinct absolute errors in Equation (4.5)

\[
MAPE = \frac{1}{T_j} \sum_{j=1}^{T_j} \left| \frac{A_v - F_v}{\text{var}(A_v)} \right|
\]
Table 4.1: Metrices-Learn Rate (70%)

<table>
<thead>
<tr>
<th></th>
<th>BFO</th>
<th>EO</th>
<th>DBN</th>
<th>CNN</th>
<th>RNN</th>
<th>Proposed (HDCT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>0.3360</td>
<td>0.3237</td>
<td>0.3110</td>
<td>0.3264</td>
<td>0.3090</td>
<td>0.2971</td>
</tr>
<tr>
<td>MSRE</td>
<td>0.3097</td>
<td>0.2797</td>
<td>0.2883</td>
<td>0.3186</td>
<td>0.3319</td>
<td>0.2763</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.4453</td>
<td>0.4224</td>
<td>0.4195</td>
<td>0.4515</td>
<td>0.4487</td>
<td>0.4013</td>
</tr>
<tr>
<td>MAPE</td>
<td>0.3293</td>
<td>0.3172</td>
<td>0.3048</td>
<td>0.3199</td>
<td>0.3029</td>
<td>0.2911</td>
</tr>
</tbody>
</table>

Table 4.2: Metrices-Learn Rate (80%)

<table>
<thead>
<tr>
<th></th>
<th>BFO</th>
<th>EO</th>
<th>DBN</th>
<th>CNN</th>
<th>RNN</th>
<th>Proposed (HDCT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>0.2618</td>
<td>0.2499</td>
<td>0.2640</td>
<td>0.2718</td>
<td>0.2515</td>
<td>0.2403</td>
</tr>
<tr>
<td>MSRE</td>
<td>0.2262</td>
<td>0.2684</td>
<td>0.2577</td>
<td>0.2427</td>
<td>0.2332</td>
<td>0.2234</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.3690</td>
<td>0.3919</td>
<td>0.3944</td>
<td>0.3889</td>
<td>0.3665</td>
<td>0.3506</td>
</tr>
<tr>
<td>MAPE</td>
<td>0.2995</td>
<td>0.3119</td>
<td>0.2629</td>
<td>0.2710</td>
<td>0.2820</td>
<td>0.2597</td>
</tr>
</tbody>
</table>

Fig. 4.1: Mean Squared Error analysis graph

where \( T_j \) is the total number of occurrences for the summation iteration, \( A_v \) is the actual value, \( F_v \) is the anticipated value.

4.2. Mean Squared Error. Table 4.1 shows that the techniques are represented by the models BFO, EO, DBN, CNN, RNN, and PROPOSED (HDCT) that are supplied. These approaches’ respective mean squared error (MSE) values are 0.3360, 0.3237, 0.3110, 0.3264, 0.3090, 0.2971. It is clear that among the dataset’s most recent 70%, the proposed approach has the lowest error consumption.

Table 4.2 shows that the models BFO, EO, DBN, CNN, RNN, and PROPOSED (HDCT) provided represent several methods. The corresponding mean squared errors (MSE) for these methods are 0.2618, 0.2499, 0.2640, 0.2718, 0.2515, and 0.2403. It is evident that among the most recent 80% of the dataset, the suggested strategy has the lowest error consumption.

The graph represents the 70% and 80% of the learn rate of in Mean Squared Error are represented in Fig. 4.1.

4.3. Mean square relative error. The models BFO, EO, DBN, CNN, RNN, and PROPOSED (HDCT) that are provided are shown in Table 4.1 to reflect the methodologies. Mean square relative error values for these methods are 0.3007, 0.2797, 0.2883, 0.3186, 0.3319, and 0.2763, respectively. It is evident that among the
most recent 70% of the dataset, the suggested strategy has the lowest error consumption.

Table 4.2 demonstrates that the offered models BFO, EO, DBN, CNN, RNN, and PROPOSED (HDCT) represent several approaches. For these techniques, the associated Mean square relative error is 0.2262, 0.2684, 0.2577, 0.2427, 0.2332, and 0.2234. It is clear that the suggested technique has the lowest error consumption among the most recent 80% of the dataset.

The graph represents the 70% and 80% of the learn rate of in Mean square relative error are represented in Fig. 4.2.

4.4. Normalized mean square error. The models BFO, EO, DBN, CNN, RNN, and PROPOSED (HDCT) that are provided are shown in Table 4.1 to reflect the methodologies. Normalized mean square error values for these methods are 0.4453, 0.4224, 0.4195, 0.4487, 0.4013 respectively. It is evident that among the most recent 70% of the dataset, the suggested strategy has the lowest error consumption.

Table 4.2 shows that the available models BFO, EO, DBN, CNN, RNN, and PROPOSED (HDCT) represent several methodologies. The corresponding Normalized mean square error for these methods are 0.3690, 0.3919, 0.3944, 0.3889, 0.3665, and 0.3506. It is evident that among the most recent 80% of the dataset, the suggested technique has the lowest error consumption.

The graph represents the 70% and 80% of the learn rate of in Normalized mean square error are represented in Fig. 4.3.
4.5. **Root Mean square error.** Table 4.1 displays the models BFO, EO, DBN, CNN, RNN, and PROPOSED (HDCT) that are offered in order to illustrate the approaches. These methods’ respective Root Mean Square Error values are 0.360416, 0.338242, 0.387806, 0.367417, 0.389381, and 0.322242. It is clear that the suggested technique has the lowest error consumption among the most recent 70% of the dataset.

The accessible models BFO, EO, DBN, CNN, RNN, and PROPOSED (HDCT) represent various methods, as shown in Table 4.2. For each of these approaches, the associated Root Mean Square Error is 0.2995, 0.3119, 0.2629, 0.2710, 0.2820, and 0.2597. It is clear that the suggested technique has the lowest error consumption among the most recent 80% of the dataset.

The graph represents the 70% and 80% of the learn rate of in Root Mean square error are represented in Fig. 4.4.

4.6. **Mean absolute percentage error.** Table 4.1 displays the models BFO, EO, DBN, CNN, RNN, and PROPOSED (HDCT) that are offered in order to illustrate the techniques. These methods’ respective mean absolute percentage error values are 0.3293, 0.3172, 0.3048, 0.3199, 0.3029, and 0.2911. It is clear that the suggested technique has the lowest error consumption among the most recent 70% of the dataset.

Table 4.2 shows that the available models BFO, EO, DBN, CNN, RNN, and PROPOSED (HDCT) represent several methodologies. The corresponding Normalized mean square error for these methods are 0.2995, 0.3119, 0.2629, 0.2710, 0.2820, 0.2597. It is evident that among the most recent 80% of the dataset, the suggested technique has the lowest error consumption.

The graph represents the 70% and 80% of the learn rate of in Root Mean square error are represented in Fig. 4.5.

4.7. **Existing result analysis.** In the existing result analysis, two root mean square error (RMSE) values are presented: one labelled as ”[5]” and the other as “PROPOSED.”

RMSE: The first RMSE value, 0.2200, is associated with an unidentified method or model denoted by ”[5].” Without further context or information, it is unclear what this value represents or what specific technique or model was used to obtain it.

PROPOSED: The second RMSE value, 0.2025, is associated with the method or model labelled as ”PROPOSED.” This value likely represents the root mean square error achieved by the proposed method or model in a certain experiment or analysis.

5. **Conclusion.** In conclusion, the Hybrid Deep Collaborative Transformer (HDCT), which has been suggested for e-commerce suggestions, performs well and exceeds other models already in use. But it’s critical to recognize and deal with any mistakes or restrictions that can occur while optimizing. The HDCT approach can be improved and strengthened by carefully identifying and correcting these errors in e-commerce suggestions.
This focus on the little things and ongoing development guarantees that the HDCT model will continue to be dependable and effective in giving precise and individualized recommendations to e-commerce users. The identification and resolution of potential errors contribute to the overall robustness and trustworthiness of the HDCT method, enhancing its practicality and data for the RS is collected from the Myntra fashion product dataset ability in dataset e-commerce scenarios. As the field of e-commerce continues to evolve, it is imperative to remain vigilant in refining and advancing recommendation models like HDCT, ensuring optimal performance and customer satisfaction in the ever-growing digital marketplace.

Data Availability. The data availability statement is mentioned in the paper.
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