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CLIMATE APPLICATIONS IN A VIRTUAL RESEARCH ENVIRONMENT PLATFORM
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Abstract. Previous atmospheric composition studies were based on extensive computer simulations carried out with good
resolution using up-to-date modelling tools and detailed and reliable input data.

The oncoming climate changes will exert influence on the ecosystems, on the all branches of the international economy, and
on the quality of life. Regional climate models (RCMs) are important instruments used for downscaling climate simulations from
Global circulation models (GCMs).

The air quality (AQ) impact on human health and quality of life is an issue of great social significance. Evaluating this impact
will give scientifically robust basis for elaborating efficient short term measures and long term strategies for mitigation of the
harmful effects of air pollution. The AQ impact is evaluated in the terms of Air Quality Indices (AQI). Some extensive numerical
simulations of the atmospheric composition fields in Bulgaria and Sofia have been recently performed. A quite extensive data base
was created from simulations which were used for different studies of the atmospheric composition, including the AQ climate.

Main aims of the numerical experiment presented in this paper are: (1) Adaptation and tuning of the RegCM model for the
Balkan Peninsula and Bulgaria and thus development of a methodology able to predict possible changes of the regional climate
for different global climate change scenarios and their impact on spatial/temporal distribution of precipitation, hence the global
water budgets, to changes of the characteristics and spatial/temporal distribution of extreme, unfavorable and catastrophic events
(drought, storms, hail, floods, fires, sea waves, soil erosion, etc.). (2) Development of a methodology and performing reliable,
comprehensive and detailed studies of the impact of lower atmosphere parameters and characteristics on the quality of life (QL)
and health risks (HR) for the population.
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1. Introduction. The climate modelling community has very strong computational needs. In particular,
the integration of various computational resources such as High-performance computing (HPC) and Grid jointly
with data infrastructure. VI-SEEM is a project that aims at creating a unique Virtual Research Environment
(VRE) in Southeast Europe and the Eastern Mediterranean (SEEM), in order to facilitate regional interdisci-
plinary collaboration, with special focus on the scientific communities of Life Sciences, Climatology and Digital
Cultural Heritage. In the frame of the VI-SEEM project, the existing e-Infrastructures are being unify into
an integrated platform to better utilize synergies, for an improved service provision within a unified Virtual
Research Environment to be provided to scientific communities of high impact in the combined South East Eu-
rope and Eastern Mediterranean region. Perhaps the largest focus is on regional climate modelling and weather
forecasting, where local weather and regional climate phenomena are investigated. This is complemented by
global climate modelling where the impact of global phenomena on the regional climate is the focus. These
results are crucial to predict extreme weather in the region and understand the future trends of the regional
climate. Another strong field of related research is the study of air pollution that includes the influence on
the climate and human health. These activities jointly enable the assessment of the impact on regional climate
due to climate change. Climate impact studies provide the analysis of the upcoming change on humans, the
environment and society that is so crucial for policy makers.

In this paper we will be present the results from two applications – ACIQLife (Atmospheric Composition
Impact on Quality of Life and Human Health) and TVRegCM (Tuning and Validation of the RegCM) in the
frame of VI-SEEM project, climate section.

The ACIQLife application is focused on development of a methodology and performing reliable, compre-
hensive and detailed studies of the impact of lower atmosphere parameters and characteristics on the quality
of life (QL) and health risks (HR) for the population in our country. The TVRegCM reached to adaptation
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Table 2.1
Computer resource requirements on 16 CPU-s for 1 Day simulation for ACIQLife

WRF CMAQ and SMOKE Total
Time (h) 3 2 5
HDD (GB) 0.5 1 1.5

Table 2.2
Computer resource requirements on 16 CPU-s for TVRegCM

1 Month Simulation x120 Months x20 Cases
Time (h) 6 720 14400
HDD (GB) 6 720 14400

and tuning of the RegCM model for the Balkan Peninsula and Bulgaria and thus development of a method-
ology able to predict possible changes of the regional climate for different global climate change scenarios and
their impact on spatial/temporal distribution of precipitation, hence the global water budgets, to changes of
the characteristics and spatial/temporal distribution of extreme, unfavorable and catastrophic events (drought,
storms, hail, floods, fires, sea waves, soil erosion, etc.). All these changes will have influence on the ecosystems
and on practically all sectors of the economy and human activity and consequently on the quality of life.

2. HPC computing. The model simulations were performed day by day for two periods.
The computer resource requirements for the (WRF) Weather Research and Forecasting Model, (SMOKE)

Sparse Matrix Operator Kernel Emissions Modeling System, (CMAQ) The Community Multiscale Air Quality
Modeling System and RegCM, simulations are rather big [16] (Tables 2.1 and 2.2) and that is why the numerical
experiments were organized in effective High-performance computing (HPC) environment. The simulations
were organized in two separate jobs: one job for WRF simulations and one job for SMOKE, CMAQ and
post-processing procedures. This makes the jobs run time for 6 days real time fairly reasonable for ACIQLife
application and 3 months for TVRegCM application.

The calculations were implemented on the Supercomputer System Avitohol at IICT–BAS (Institute of
Information and Communication Technologies–Bulgarian Academy of Sciences). The supercomputer consists of
150 HP Cluster Platform SL250S GEN8 servers, each one equipped with 2 Intel Xeon E5-2650 v2 8C 2600 GHz
CPUs and 64GB RAM per server. The storage system is HP MSA 2040 SAN with a total of 96 TB of raw disk
storage capacity. All the servers are interconnected with fully non-blocking FDR Infiniband, using a fat-tree
topology [1] and [2]. The needed libraries and programs were installed on supercomputer for proper functioning
and working of models used in this study. The Avitohol system is a part of the Virtual Research Environment
platform (VRE platform) built in the framework of the VI-SEEM project [3]. The both applications - ACIQLife
and TVRegCM use not only HPC resources provided by the VRE platform, but they use also other services
like VI-SEEM Simple Storage (VSS) and VI-SEEM Archival Service (VAS) to save the obtained data. The
training materials about both applications are available in the VI-SEEM Training portal [4] and [5]. According
the VI-SEEM accounting system [6], 730 ACIQLife jobs and 810 TVRegCM jobs were run to receive some of
the current scientific results. The needed CPU time and storage per job is shown in the Tables 2.1 and 2.2.

The models output from ACIQLife and TVRegCM applications are uploaded on VRE repository website.
The results are free and can be use by the scientific communities in the region. The workflows wre also created
and uploaded for both applications.

The ACIQLife ouput is a NetCDF file with surface concentrations on an hourly basis of the most important
pollutants (which are used for calculation of AQI) and annually/seasonally averaged hourly values of the different
AQI value for the selected area.

The TVRegCM ouput is also NetCDF file, but for each month of the period and consist of daily and hourly
averaged values of the meteorological parameters for the area of interest.

3. ACIQLife application. Some extensive numerical simulations of the atmospheric composition fields
in Bulgaria and Sofia have been recently performed. Quite extensive data base has been created from the
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Fig. 3.1. Model domains - D1 81×81 km (Europe), D2 27×27 km (Balkan Peninsula), D3 9×9 km (Bulgaria), D4 3×3 km
(Sofia region) and D5 1×1 km (Sofia city).

simulations which is used for different studies of the atmospheric composition, including the AQ climate.
The atmospheric composition studies were based on extensive computer simulations carried out with good

resolution using up-to-date modelling tools and detailed and reliable input data. All the simulations were based
on the United States Environmental Protection Agency (US EPA) Model-3 system, which consists of 3 models:
WRF [7] used as meteorological pre-processor; CMAQ [8, 9] and [10] – the Community Multiscale Air Quality
System, being the Chemical Transport Model (CTM) and SMOKE [11, 12] – the Sparse Matrix Operator Kernel
Emissions Modelling System – the emission pre-processor. The simulations were performed for 7 years period
(2008 to 2014) with Two-Way Nesting mod on.

The large scale (background) meteorological fields, used by the application were taken from the National
Centers for Environmental Prediction (NCEP) Global Analysis Data with 1°×1° resolution. The WRF and
CMAQ nesting capabilities were used to downscale the simulations to a 9 km for domain D3 – Bulgaria and to
a 1 km horizontal resolution for the innermost domain – Sofia. The simulations were carried out for 5 nested
domains Figure 3.1. The used WRF model parametrizations and schemes are as follows: micro physics – WRF
single moment 6-class , cumulus physics – Kain-Fritsch, boundary layer scheme – ACM2Pleim, surface physics
– Pleim-Xiu Land Surface Model and the model vertical levels are 27.

The Bulgarian emission inventory was used as an emission input for Bulgaria, while outside the country
the high resolution inventory of the the Netherlands Organization for Applied Scientific Research (TNO, see
https://www.tno.nl/en/) with resolution 20×15 km (0.25°×0.125°) was exploited. The latest one is produced
by proper disaggregation of the European Monitoring and Evaluation Program (EMEP) 50-km data base [13, 14].
In both inventories the emissions are distributed over 10 Selected Nomenclature for Sources of Air Pollution
(SNAP) categories [15].

The Air Quality is a key element for the well-being and quality of life of the European citizens and that
is why the AQ impact on human health and quality of life is an issue of great social significance. The AQ
impact on human health and quality of life is evaluated in the terms of Air Quality Indices (AQI), which give an
integrated assessment of the impact of pollutants and directly measuring the effects of AQ on the human health.
The evaluations are based on extensive computer simulations of the AQ for Bulgaria and Sofia city carried out
with good resolution using up-to-date modelling tools and detailed and reliable input data [16, 17, 18]. All the
AQI evaluations are on the basis of air pollutant concentrations obtained from the numerical modelling and
make it possible to reveal the climate of AQI spatial/temporal distribution and behavior.The AQI is defined as a
measure of air pollution and provides an integrated assessment of the impact of the pollutants on human health.
The index is defined in several segments, each of which is a linear function of the concentration of each pollutant
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Table 3.1
Air Pollution Bandings and Index Impact on Human Health

Banding Value Health Descriptor
Low 1–3 Effects are unlikely to be noticed even by individuals who

know they are sensitive to air pollutants
Moderate 4–6 Mild effects, unlikely to require action, may be noticed

among sensitive individuals.
High 7–9 Significant effects may be noticed by sensitive individuals

and action to avoid or reduce these effects may be needed.
Asthmatics will find that their ’reliever’ inhaler is likely to
reverse the effects on the lung.

Very High 10 The effects on sensitive individuals described for ’High’ le-
vels of pollution may

Fig. 3.2. Annual Diurnal variations [%] of the different AQI (1 to 10) integrated over territory of Bulgaria and Sofia

considered [19]. The index falls in different ranges of the dimensionless scale. In each range the index values
are associated with an intuitive color code ((from green to red), a linguistic description (e.g. from very good to
very poor) and a health description. In order to evaluate the air quality situation in Europe, all measurements
are transformed into a single relative figure: the Common Air Quality Index (CAQI) which has 5 levels using
a scale from 0 (very low) to > 100 (very high). The index is based on 3 pollutants of major concern in Europe:
Particulate matter, with diameter <10µm (PM10), Nitrogen Dioxide NO2, Ozone O3 and will be able to take
into account to 3 additional pollutants Carbon Oxide (CO), Particulate matter with diameter <2.5µm (PM2.5)
and Sulphur Dioxide SO2. In different countries use different AQI on basis of different monitor pollutants.

The index, calculated in Bulgaria in the frame of Bulgarian Chemical Weather Forecast System [20, 21, 22],
follows the United Kingdom (UK) Daily Air Quality Index [23]. This index has ten grades, which are further
grouped into 4 bands: low, moderate, high and very high and is based on the concentrations of 5 pollutants -
NO2, O3, SO2, CO and PM10 (Table 3.1). Different averaging periods are used for different pollutants. The
reference levels and Health Descriptor used in the tables are based on health-protection related limit, target or
guideline values set by the European regulations, at national or local level or by the World Health Organization
[24, 25].

Annually averaged hourly values of the AQI for Sofia and Bulgaria with different horizontal grid resolution
are presented in Figure 3.2. The graphs represent the daily percent recurrence of the AQI (1 to 10). This
results, allow to follow highest recurrence of the indices during the day (during the seasons), and to analyze
the possible reason for high values in the High and Very High bands. The meteorological conditions from one
hand and the pollutant emissions from other one could be the cause for different possible AQI statuses. That
representation of the index makes it possible to evaluate the atmospheric composition in the context of impacts
on human health and quality of life.
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Fig. 3.3. Diurnal variations of the annually averaged recurrence [%] of the dominant pollutant.

The graphics on Figure 3.3 demonstrate the annual recurrence of the pollutant with highest AQI, which
determines the overall AQI for the 4 bands (the dominant pollutant). The pollutants involved in the calculation
of AQI – NO2, O3, SO2 and PM are presented in different colours. The seasonal cases are not present here,
but they differ from the annually averaged graphics. The dominant pollutants are different for each band with
well displayed diurnal course.

The air pollution pattern is formed as a result of interaction of different processes, so knowing the contribu-
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Fig. 3.4. Annually averaged contribution of the different processes to the formation of NO2 [µg/m3] and FPRM, CPRM
[pPMv/h] for Sofia city.

tion of each one of these processes for different meteorological conditions and given emission spatial configuration
and temporal behavior could be helpful for understanding the atmospheric composition formation and air pol-
lutants behavior. Therefore the CMAQ ”Integrated Process Rate Analysis” option was applied to discriminate
the role of different dynamic and chemical processes for the air pollution formation. The procedure allows the
concentration change for each compound for an hour ∆C to be presented as a sum of the contribution of the
processes, which determine the concentration. The results were averaged over the whole ensemble and so the
”typical” seasonal and annual evaluations were obtained.

The diurnal/annual behavior of the processes contribution to the surface concentrations change of pollutant
NO2, fine- and coarse particulate matter (FPRM and CPRM), averaged for the territory of Sofia, is given
in Figure 3.4.The considered processes are advection (horizontal – HADV – and vertical – VADV), diffusion
(horizontal – HDIF – and vertical – VDIF), mass adjustment, emissions (EMIS), dry deposition (DDEP),
chemistry (CHEM), aerosol processes (AERO) and cloud processes/aqueous chemistry (CLDS) and they are
present in different colors.

The total concentration change (∆C), leading to a change in a concentration is determined mainly by a
small number of dominating processes which have large values, and could be with opposite sign and phases. The
∆C is different for each pollutant with well displayed seasonal and diurnal course. The sign of the contributions
of some of the processes is obvious, but some of them may have different sign and it depends on the type of
emissions, weather conditions and local atmospheric dynamics.

4. Conclusion related to ACIQLife. A very small part of the obtained results is presented in the
present paper, just to demonstrate the opportunity HPC platforms give for detailed and extensive study of
the atmospheric composition its behavior, origin and health impact. Due to volume limitations the spatial
variability of the air pollution characteristics is not demonstrated at all.

The generated ensembles of atmospheric composition characteristics have still to be carefully and extensively
treated and analyzed, which will be objective of the future work of the authors.

5. TVRegCM application. The simulations with the RCM RegCM version 4.4 [26] were made for
the SE Europe covering ten years period from 01.12.1999 to 30.11.2009 and are driven by the ERA-Interim
reanalysis [27], providing the required atmospheric Initial and Boundary Conditions (ICBC) as well as sea
surface temperatures. The ERA-Interim boundary conditions can be considered to be of very high quality
[27], particularly in the Northern Hemisphere extratropical areas where reanalysis uncertainty is negligible [28].
The simulation domain covers entirely the Balkan Peninsula, a minor part of Italy and a part of Asia Minor
Peninsula. The model grid is in Lambert Conformal Conic projection with spatial resolution of 10 km. Hence
the previous experiments reveals that time step equal to 25 seconds, and 27 vertical levels are optimal, they
are selected for the model integration. The default land surface parameterization method in RegCM4 is the
BATS scheme [29]. In the current study, we have used it without the subgridding option. The considered
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planetary boundary layer (PBL) schemes are the one proposed by Holstlag [30, 31] and the University of
Washington (UW) [32, 33]. One of the most significant novelties in RegCM4.4 is the incorporation of the new
cloud microphysics scheme (for brevity: M-scheme), proposed by Nogherotto and Tompkins (NT) [34]. EURO-
CORDEX (http://www.euro-cordex.net/) is the European branch of the international CORDEX initiative,
which is a program sponsored by the World Climate Research Program (WRCP) to organize an internationally
coordinated framework to produce improved regional climate change projections for all land regions world-
wide. Med-CORDEX (https://www.medcordex.eu/) project has been proposed by the Mediterranean climate
research community within EURO-CORDEX as a follow-up of previous and existing initiatives. The NT-scheme
was released after MedCORDEX experiments started. The cumulus convection (CC) parameterizations include
Grell scheme [35] with Arakawa-Schubert (AS) [36] and Fritsch-Chappell (FC) closure assumption [37], Emanuel
scheme [38, 39], Tiedtke scheme [40] and Kain-Fritsch scheme [41, 42]. The simulations with Kuo [43] convective
parameterization scheme have shown instability and interruptions of the model simulations at some periods, so
was not used in the present research.

Thus, the number of the possible combinations, which means RegCM4.4 model set-ups, between 2 PBL
schemes, 2 M-schemes and 5 CC ones, is 20 and the performance of all of them have been investigated.

The well-known and freely available for the research community data-base E-OBS version 12.0 of the Euro-
pean Climate Assessment & data-set (ECA&D) project [44] is used as reference in the model validation. E-OBS
is based only on observations, covers entire Europe and the surroundings, and the version with 0.25°×0.25° reg-
ular grid spacing is implemented. It is worthy to emphasize that E-OBS is the standard validation data-base
for the EURO-CORDEX.

Hence the multi-annual seasonal mean temperature (referred further for brevity only temperature) and the
multi-annual seasonal mean precipitation sum (precipitation) are probably the most important quantities from
climatological point of view, the validation study thus far is focussed on them. The E-OBS is on daily basis
and RegCM is set to produce output on every 6 hours. Thus, the climatological quantities are calculated after
every successive model run with the CDO operators [45]. The detailed results from the validation are presented
in [46]. Only the most relevant conclusion will be listed briefly here.

According to the simulated temperature behavior, the models can be divided in two groups those with
prevailing warm bias and those with prevailing cold bias. Generally, the biases are more remarkable in the
summer than in the winter and are in the interval from about -3.5°C to 3.5°C, but over the bigger part of the
domain typically from about -2°C to 2°C.

The simulation outcome from all 20 model set-ups produces almost identical picture for the precipitation
distribution in winter: The biases are nearly equally distributed and are positive (i.e. the model overestimates
the precipitation), with some minor exceptions. The summer biases however, show significant distinction in
their distribution and magnitude. They are positive, with some minor exception in Greece. Generally, the
precipitation biases however, are very big. Their values vary from below -100% to above 160%.

The main conclusions are, first, that the relative weight of the CC-schemes is the biggest and, second, the
simulations with the smallest biases are with Grell one with the both closures. The sensitivity of RegCM4.4 to
the PBL- and M-scheme seems is significantly weaker. Thus, there are not clear evidences for clear distinction
between the model skill with Holstlag or UW PBL parameterization from one side or for over performance of
the NT M-scheme in comparison with the default SUBEX. As overall, 7 from 20 model setups show recognizable
better performance. They are listed in Table 5.1.

Main aim of the current, second stage of TVRegCM is to ”narrow” the selection, i.e. to perform further
examination of these 7 model configurations.

Our previous results [46, 47] indicate that the biases are bigger in summer. Thus, we will use another
approach to assess the model performance in that season, called Taylor diagram [48]. The observation data
base is E-OBS version 13.1, but the differences with the version 12.0 are insignificant for our purpose. We
will consider the temporal and spatial Taylor diagrams of the normalized (in such a way that the observations
standard deviation is equal to the model results with respect to the temporal and spatial variability respectively,
for the mean summer daily 2m temperature and the mean summer daily rainfall from 2001 to 2008 years. The
spatial diagram is constructed from the season average for each location, and the temporal diagram from the
spatial average by whole domain on daily basis. The correlation is shown by radial dashed lines, and the
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Table 5.1
List of the model set-ups with better (in comparison with the others) performance. The original index and notation is preserved

from the first stage of TVRegCM experiment

Index Notation ICBC PBL-scheme M-scheme CC-scheme
1 r11111 EIN15 Holtslag SUBEX Grell/FC
2 r11112 EIN15 Holtslag SUBEX Grell/AS
5 r11155 EIN15 Holtslag SUBEX Kain-Fritsch
11 r12121 EIN15 UW SUBEX Grell/AS
12 r12122 EIN15 UW SUBEX Grell/FC
15 r12155 EIN15 UW SUBEX Kain-Fritsch
16 r12221 EIN15 UW Nogherotto/Tompkins Grell/AS

Fig. 5.1. Taylor diagrams for the mean summer daily temperature concerning the temporal (on left) and spatial (on right)
variability

normalized standard deviation on the horizontal and vertical axes. The normalization is made in a way that
the reference standard deviation is 1. The lines of centered root mean square difference (RMSD) values are also
given.

The Taylor diagram of the mean summer daily temperature for temporal variability is given on the left
pane of Figure 5.1. The simulations are depicted by solid color points, and the reference E-OBS data by an
empty circle. The normalized standard deviations are below 1.0, except for the cases r11111 and r11112. All
simulations except r12222 have RMSD below 0.5. Although relatively small differences, the simulation cases
with the slightly better than other cases performances are r11133, r11233, r12133. The Taylor diagram of the
mean summer daily temperature concerning the spatial variability is shown on the right pane of Figure 5.1. The
correlation coefficient is between about 0.85 and 0.95. The normalized standard deviation is between 1.0 and
1.5, and the RMSD in most cases is above 0.5. The simulations with the best performance are r11233, r11133
and r11155.

The Taylor diagram with respect of the temporal variability of the mean summer daily precipitation is
shown on the left pane of Figure 5.2. The normalized standard deviations are between 0.75 and 1.5. The RMSD
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Fig. 5.2. Same as Figure 5.1, but for the precipitation

are between 0.5 and 1.1, and the correlation is between 0.65 and 0.85. The simulations results are much more
scattered than the ones for the mean daily temperature. The performance of the cases is more distinguishable,
and the best ones are r12121, r12122, r11111, r12155 and r11155.

The Taylor diagram of the the mean summer daily precipitation with respect to the spatial variability is
shown on the right pane of Figure 5.2. The scattering of the simulation points are bigger than for the mean daily
temperature ones, as in the Taylor diagram with respect to the temporal variability. The correlation coefficient
is between 0.6 and 0.8. The normalized standard deviation is from about 1.2 to 4.0, and the RMSD is between
1.5 and 2.5. The cases with the best performance are r12121 and r11111, although r12122, r11112, r12155 and
r11155 form a cloud of points with slightly worse performance but with normalized standard deviation below 2.

6. Conclusion related to TVRegCM. The main conclusion of the presented part of the RegCM nu-
merical experiment is that our new test does not reveal single one model set-up that definitely over performs
the other considered ones. Nevertheless this exercise was a necessary step forward in the authors’ evaluation
strategy.

The results of the model temperature field lead us to the following conclusions. The spatial variability is
bigger than the temporal one. It is worth to note that the choice of the boundary layer scheme also has some
meaning in a spatial variation meaning. The cases with Holstag boundary layer scheme show more resemblance
with the observations, than the simulations with UW boundary layer scheme. We can note that the best
convective scheme concerning the temperature field is of the Tiedtke.

The spatial variability of the precipitation field is bigger than the temporal one, and from the spatial one for
the temperature. The results for the model mean daily precipitation variability on the other hand is as much as
about 2 times the reference one and the correlation is weaker than the one for the temperature. Therefore, the
model performance is worse for the precipitation than for the temperature. The results suggest that the Grell
scheme with FC or AS closures is the best scheme for the precipitation simulation. Although, the Kain-Fritsch
cumulus convective scheme with SUBEX moisture scheme and Holstag boundary layer parameterization scheme
is also a good case. These results confirm our previous ones [46, 47] that the results for temperature are more
spatially homogeneous and the correlation for the temperature field is higher than the one for precipitation. The
bigger, in comparison with the temperature, spread of the results on the Taylor diagram for the precipitation
demonstrates the bigger sensitivity of this output variable from the parameterization selection and combination
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from different schemes. The results, together with these from the previous stage, are in general agreement
with the outcomes in [49] and [50]. In particular, we confirm the outlined in [50] primary importance of the
convection scheme. Obviously, many other factors have to be investigated, including:

• It is relevant to investigate the model option to switch the CC-scheme by transition from land to sea
and vice versa. It is worth to emphasize that the default setting (and it is explicitly recommended from
the RegCM authors’), which is confirmed in [50], is Grell over land and Emanuel over sea.

• It is necessary to perform sensitivity tests over shorter periods, including case studies for warm/cold/
wet/dry years.

• Other output quantities, which are more or less also relevant for many practical applications, such as
cloud cover, soil moisture, radiation fluxes, etc should be also considered. Although the availability
of independent data-sets, which can be used as reference, seems limited, this further step seems is
reasonable.

• The computational efficiency of the selected model set-ups should be estimated.

7. Conclusion. The virtual research environment platform allows to different scientific communities to
make research which require big computational and storage resources. A small part of the obtained results from
both applications are presented in the present paper, just to demonstrate the opportunity of HPC platforms.
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