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HYPERSPECTRAL IMAGE CLASSIFICATION USING UNCERTAINTY

AND DIVERSITY BASED ACTIVE LEARNING

USHA PATEL∗, HARDIK DAVE†, AND VIBHA PATEL‡

Abstract. There has been extensive research in the field of Hyperspectral Image Classification using deep neural networks.
The deep learning based approaches requires huge amount of labelled data samples. But in the case of Hyperspectral Image, there
are less number of labelled data samples. Therefore, we can adopt Active Learning combined with deep learning based approaches to
be able to extract most informative data samples. By using this technique, we can train the classifier to achieve better classification
accuracies with less number of labelled data samples. There is considerable amount of research carried out for selecting diverse
data samples from the pool of unlabeled data samples. We present a novel diversity-based Active Learning approach utilizing the
information of clustered data distribution. We incorporate diversity criteria with Active Learning selection criteria and combine it
with Convolutional Neural Network for feature extraction and classification. This approach helps us in obtaining most informative
and diverse data samples. We have compared our proposed approach with three other sampling methods in terms of classification
accuracies, Cohen Kappa score, which shows that our approach gives better results with comparison to other sampling methods.
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1. Introduction. Hyperspectral Imaging or Imaging Spectroscopy is a field of collection, analysis and
processing of information from across wide electromagnetic spectrum [14]. For this, various instruments called
imaging spectrometers are used such as AVIRIS (Airborne Visible Infra-Red Imaging Spectrometer), ROSIS
(Reflective Optics System Imaging Spectrometer) etc. [27]. These spectrometers collect large amount of
information at different wavelength to collectively analyse the region or scene. Usually these information at
different wavelengths are called bands or spectral bands or spectral channels. Hyperspectral images (HSIs)
contains hundreds of nearly continuous or narrow spectral bands each of which represents the image at different
wavelength, thus it provides rich and detailed information of a particular region or scene. With the rapid
development in remote sensing field, hyperspectral imaging has proven its usefulness in various domains such
as geosciences, agriculture etc. [14], [31], [27].

Significant amount of research has been carried out in the field of classification of hyperspectral images. The
large amount of spectral band provided by Hyperspectral images given better accuracy in classification of these
images. Essentially, in HSI classification, every single pixel vector of image is categorized into certain class.
HSI classification methods have two major categories, spectral-information-based classification methods and the
spectral-spatial-information-based classification methods. Spectral-information-based HSI classification utilizes
the spectral information contained by Hyperspectral images to classify each pixel vector in the image. Moreover,
instead of utilizing all the spectral bands for classification, techniques like principal component analysis and
linear discriminant analysis has been used to reducing the spectral bands and retaining most relevant bands
[22], [2]. Spectral-based methods do not utilize spatial correlation information which results in low performance
of classifier. Spectral-spatial-information-based methods make use of both the spectral and spatial information
by using patch instead of single pixel [2].

Unsupervised techniques or clustering algorithms have also been applied for HSI classification [30]. Super-
vised classification techniques are mostly preferred in HSI classification because of their capabilities in classifi-
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cation with higher performance [13]. Traditional machine learning algorithms such as Support Vector Machines
has been employed for HSI classification but did not give significant performance [25]. Various approaches
based upon deep learning algorithms have also been applied for HSI classification. Deep belief networks in [20]
and [8], Stacked Auto-Encoders (SAE) in [26] and Convolutional Neural Networks (CNN) in [16], [6] and [15]
have been used and were successful. CNN are very effective approach for Hyperspectral image classification.
CNN is designed in such a way that it can extract features in the images in one go and with less computation.
In [6], 1D, 2D and 3D CNNs have been used to classify HSIs utilizing its spectral as well as spatial information.
Spectral-spatial-based approach of using 3D CNN gives much better results compared to other methods.

However, these deep learning based approaches require huge amount of labelled data which is very difficult,
infeasible and expensive to collect in practice. To address this issue, some methods have been proposed using
data augmentation techniques which is used to generate additional data [21]. More efficient method to tackle
this issue is Active Learning (AL) which selects most informative samples for labelling by the oracle and thus
reducing number of samples required for the classifier to gain significant performance [29]. Active Learning
selects highly informative or most useful samples for the current model to learn from using a query function.
By including only those samples selected by active learning query function we significantly reduce the amount
of labelled data needed for the model to reach certain performance mark.

Active Learning strategies assume that not all the data samples are equal but few samples have charac-
teristics that separates the classes. The idea is to select only those samples for training and still keep or even
enhance the performance of the model. AL has been extensively studied for HSI classification in [28], [32], [33].

Diversity in the data samples while active selection has been less studied. Most studies in AL based
HSI classification considers only most informative samples for inclusion in training set. This can increase
redundancy in data samples to be trained degrading performance of the classifier. Thus, the query function
employed for selection of the most useful or informative or uncertain samples should consider two major criteria:
1) informativeness and 2) diversity of data [3], [36]. The diversity criterion selects data samples from a set of
most uncertain unlabelled data samples which are as diverse as possible, therefore reducing redundancy among
the data samples. Combining the diversity criterion with the query function of the AL technique, the efficiency
of the model will be increased potentially.

In this paper, a method to incorporate the AL technique with diversity criterion and deep learning is
proposed to utilize effectiveness of all the fields. We propose new clustering-based diversity criterion along
with the AL query function which will be incorporated with 3D CNNs to utilize the strong discriminative
capabilities of deep learning. By using the diversity criterion with AL query function, the model becomes more
robust and generalizes well due to the training of the model on different and diverse data samples. Although,
there have been several studies which combines deep learning with AL but our proposed approach has different
characteristics which is discussed in related work. Moreover, we employ the data augmentation technique
to produce new data samples which helps in addressing the difficulty of insufficient labelled data samples.
Furthermore, we retrain the CNN model only on the actively selected data instead of training on whole data,
which reduces the computational cost of training the CNN model on whole data again. We have compared four
different AL strategies to measure effectiveness of our proposed method. We have performed experiments on
three well-known datasets to validate our proposed method.

2. Related Work.

2.1. Deep Learning based HSI classification. Due to the rapid growth in deep learning algorithms
research and their applicability, researchers have been attracted to use deep learning algorithms for solving HSI
classification problems. Several studies have been carried out in this domain. In [20], [8], Deep Belief Networks
were used for feature extraction and classification. In the paper [20], spectral-spatial-based classification was
also considered in experimentation. SAE (Stacked Auto-Encoders) which can be formed by multiple sparse
autoencoders were used for HSI classification in [26] and features in the data are learned in an unsupervised
way. There has been significant work in HSI classification using CNN compared to DBN and SAE. CNNs
are more popular because of its ability to learn features in the images naturally [18]. In [16], five layered
basic CNN model was proposed for HSI classification, considering only spectral information. Several works has
been carried out to consider spectral-spatial features also. In [6], 3D patch-based CNN was used considering
spectral-spatial features and in [15] B-CNN (Bayesian CNN) were employed with comparison of 1D, 2D and
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3D CNN architectures. In [21], data augmentation techniques were employed for improve the performance of
the CNN model.

2.2. Active Learning based HSI classification. Active Learning has been extensively used in HSI clas-
sification in recent years. Active Learning strategies can be divided into three major categories 1) Committee-
based strategies 2) Large margin-based strategies and 3) Posterior probability based strategies [33]. In [9], the
entropy was used as a query function or heuristic combine with Query-by-committee approach. Large margin-
based heuristics are mostly used with support vector machines (SVM) due to their direct applicability with
margin of separating hyperplane [7] [33]. In [5], [4], naïve and modified version of Margin Sampling (MS) was
used as an active learning query function with SVM which is based on selection of samples within the margin of
the hyperplane. In [11], the query function MS is extended for multiclass problem with SVM and the heuristic
is called multiclass level uncertainty (MCLU). MCLU considers two most probable cases instead of consider-
ing only one like MS. Posterior probability based approaches make use of posterior probabilities estimates of
individual class membership. Several studies employ the KL-Max heuristic and Breaking ties heuristic in the
posterior probability based approaches [17], [33].

Active learning incorporated with deep learning has been actively studied in recent years. In [23], Deep-
Transfer learning approach has been employed which is incorporated with AL. Representativeness of the data
samples are examined by considering them simultaneously in [23]. In [1], discriminative CNN (D-CNN) were
used with AL to consider diversity in the data samples. Similar to [23], study in [12] also considers deep
learning and transfer learning together with AL and stacked sparse autoencoders (SSAE) were used. In [6], HSI
classification has been carried out using CNNs with AL criteria BvSB. This study also considers Markov Random
Fields (MRF) for class label smoothness. The authors of [15] have proposed Bayesian CNN (B-CNN) based
framework for HSI classification. Six different active learning strategies were employed and compared in [15].

2.3. Diversity based HSI classification. While selecting the most uncertain or most informative data
samples, it is more probable that the selected data samples are redundant among each other. The data samples
should be diverse from the current training data also to avoid redundancy. These two approaches namely, 1)
diversity among each other and 2) diversity from current training data or current data distribution [33]. In [33],
the authors have surveyed the need of diversity criterion and avoiding redundancy. In [29], MS is extended to
MS-cSV (closest Support Vectors) to consider the distribution of the data samples in the multidimensional space
of features to select only those data samples residing in the different area or region, therefore preserving the
diversity. In [3], the selection criteria incorporates diversity among the samples by considering angles between
the induced hyperplanes. The authors of [11] have proposed two diversity criteria namely angle based diversity
(ABD) which is similar to the work in [3] and clustering based approach based on kernel k-means combined
with AL query function. Clustering based method to preserve diversity in has been employed by clustering the
uncertain samples and then selecting only one most uncertain or informative sample per cluster [11]. In [34],
cluster based approach for diversity in the data samples was employed in different way. The cluster with highest
number of uncertain data samples is further divided into two sub-clusters, until certain predefined number of
clusters q, the number of samples to be selected for retraining, has been generated. This approach is quite
expensive in terms of computation.

In [10], density is also considered along with diversity. Clustering is done on uncertain samples and most
representative sample having lowest average distances from all the points in the cluster is selected. In [35],
the diversity is found by using a maximum mean discrepancy, a measure for calculating the difference between
two different datasets in terms of data distribution. In [19], the authors have proposed the nearest neighbour
approach for preserving the diversity.

3. Proposed Approach. In our proposed approach, we have considered a novel clustering based method
for preserving the diversity of the data samples from the current training data which boosts the model perfor-
mance and makes model more robust and generalized.

We also incorporate the diversity among the data samples in the initial training phase for enhancement
of the discriminative abilities of the model. In our proposed method DB-MCLU (Diversity-based MCLU), we
have combined Diversity based crieria and BvSB (Best versus Second Best). We have employed the BvSB
(Best versus Second Best) strategy for actively selecting samples [6]. Also, we have incorporated diversity
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criteria along with BvSB to preserve diversity among the samples which are actively selected using BvSB.
The BvSB strategy for active learning is based on MCLU (Multiclass Level Uncertainty) [33]. The MCLU
strategy considers two classes with the highest class membership probabilities and the difference of distances
of both to the margin in case of SVM classifier [33]. Similar approach is used in BvSB strategy where posterior
probabilities are computed and then difference between two highest class membership probabilities are used as
a measure of uncertainty. The data samples with least difference of highest two probabilities are considered as
most informative and uncertain data samples. The small value of BvSB measure denotes that the model is not
certain with the data sample’s class membership and thus the data sample is uncertain. For a data sample xi,
the BvSB measure can be calculated using equation 3.1:

BV SB(xi) = PB(xi)− PSB(xi) (3.1)

The diversity criteria in the proposed approach is implemented by considering clustered data distribution
of the current training data and then by selecting only those actively selected data samples which are diverse
from the current training data. Clustering of the current training data is done to measure diversity of actively
selected samples from current data distribution. A novel clustering based method is used for preserving the
diversity in actively selected data samples. First, the current training data is clustered using well known K-
Means clustering algorithm in C clusters where C is the number of classes in the dataset [24]. The clusters
in the K-Means clustering algorithm can be formed using the equation 3.2 for samples (x1, x2, ...., xn). Where
each sample is a d-dimensional vector, then k clusters C = {C1, C2, ...., Ck} of these samples can be formed.

argmin
c

Σk
i=1

Σx∈Ci
||x− µi||

2 (3.2)

The Euclidean distance for two points a and b ∈ Rd can be calculated using following formula:

d(a, b) =
√

Σd
i=1

(bi − ai)2 (3.3)

Then, a cluster is assigned to each of the actively selected data samples based on the minimum Euclidean
distance from a cluster’s centroid i.e. the distances from each cluster centroid to a particular sample xi are
calculated and a cluster’s centroid from which the distance to xi is minimum, is assigned to that particular
data sample xi. Then for those samples who were assigned the same cluster, average of distances from those
samples to the assigned cluster’s centroid is calculated and the data samples whose distance to the assigned
cluster’s centroid is greater than the average distance calculated before, are chosen as diverse samples. This
step in the proposed method preserves the diversity in the actively selected samples from current training data
distribution.

We have employed data augmentation methods for images such as Flip Up-Down, Flip Left-Right and
Rotate the image to increase the amount of labelled data samples. The hyperspectral image contains hundreds
of spectral bands which may lead to over-fitting problem. So, to extract most representative dimensions from
the whole dataset, we make use of dimensionality reduction method such as Principal Component Analysis
(PCA). Instead of retraining the CNN model on whole training data in every iteration, we retrain the CNN
model only on the data samples selected by uncertainty and diversity criteria. The data samples at each
iteration are selected for retraining the CNN model based on combination of uncertainty and diversity criteria.
The complete structure of the proposed approach is shown in Fig. 3.1. In the Fig. 3.1, the word fine-tuning
refers only to retraining of CNN model with only the actively selected data and not the whole dataset. This
fine-tuning has nothing to do with structural/architectural changes in CNN model.

The distribution of whole dataset is shown in Table 3.1.
In Algorithm 1, the initial training of the CNN model is carried out on Dtrain. The remaining dataset is

Dremain. The 60% of (Dremain) is called Dpool from which we actively select samples for retraining of CNN.
The 40% of the Dremain is called Dtest which will be utilized for evaluation of the trained CNN model. Dactive

is the data which is selected from Dpool for retraining on the basis of active learning and diversity criteria.
We have designed the Algorithm 2 to be executed until desired criteria is met. The desired criteria can be

Time limit, Model Accuracy criteria or it can be Number of actively selected samples for training. We have
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Fig. 3.1. Proposed diversity based HSI classification framework

Table 3.1
Samples for Each Dataset

Dataset Train Pool Test Total

Indian pines 400 5909 3940 10249

Salinas 400 32237 21492 54129

Pavia University 225 25530 17021 42776

selected accuracy criteria for implementation which means we execute the algorithm until we reach desired
model accuracy. The data samples are selected for retraining from the Dpool based on DB-MCLU approach.
The DB-MCLU approach combines diversity criteria along with MCLU (i.e. based on BvSB). According to
Algorithm 2, ”h” most uncertain data samples are selected from Dpool based on BvSB Active Learning criteria.
Further, from these data samples, some data samples Dactive are selected based on diversity criteria. Thus we
ensure to combine both uncertainty and diversity in selection of data samples for retraining. This approach
preserves diversity among the uncertain samples.

4. Implementation Details and Results. The proposed approach is implemented on three publicly
available Hyperspectral datasets (Table 3.1) and discussed implementation perspective in this section.

4.1. Dataset Description. The first HSI dataset used is well known Indian Pines dataset which was
collected by AVIRIS (Airborne Visible/Infrared Imaging Spectrometer) sensor in 1992. This dataset has 145
x 145 pixels with 220 spectral bands with range of the wavelength between 0.4 and 2.5 µm. Each pixel in
this image dataset is assigned one of the 16 ground-truth classes. The second dataset used is Pavia University
which was collected by ROSIS (Reflective Optics System Imaging Spectrometer) sensor. The dataset consists
610 x 340 pixels with nine land-cover classes and 103 spectral bands with the wavelength range between 0.43
and 0.86 µm. The third dataset used in experiments was Salinas Valley scene which was collected by AVIRIS
sensor. The dataset consists of 512 x 217 pixels and has 204 bands after removing 20 water absorption bands.
The dataset has 16 ground-truth classes.

4.2. Hyperparameter Settings and Description. In the experiments, we have two major hyperpa-
rameters which are empirically tuned. The first hyperparameter “s” is number of samples to be selected from
each cluster for initial training data. This hyperparameter is carefully tuned to be 25 during experiments.
The number of initial training samples greatly affect on the final classification results because subsequent it-
erations of active selection of uncertain and informative data samples depend greatly on the initially trained
CNN model. The second hyperparameter “h” is the number of most uncertain and informative data samples
selected by active learning strategy. This hyperparameter is tuned empirically to 200. The diversity based
criteria is employed on these actively selected data samples and less than half of the data samples from these
200 data samples are selected, which was observed during experiments. The other hyperparameters for CNN
training are set empirically such as batch size in [16, 32] and number of epochs in the range of [10, 20]. We
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Algorithm 1: Initialize Dtrain, Dpool, Dremain, Dtest

Input: Initial Dataset D
Output: Intial Dtrain, Dpool, Dremain, Dtest

Where N number of classes, t split ratio, s number of samples selected

• Run K-Means clustering algorithm on initial Dataset and get clusters {Ci}
N
i=1 and cluster centroids {∆i}

N
i=1

from equation (2)

• Select s samples from each cluster based on minimum Euclidean distance given in equation (3)

• Dtrain = {xi, yi}
l
i=1 where l = s ∗N

• Dremain = D / Dtrain , split Dremain into Dpool and Dtest with ratio t

Algorithm 2: Training using Active Learning (DB-MCLU)

Input: Initial Dtrain, Dpool, Dremain, Dtest

Output: Trained Model with Dtrain Samples
Train/Retrain CNN model on current training dataset Dtrain

repeat

Duncertain = {xi}
h
i=1 Where, h is most uncertain samples from Dpool using BvSB AL strategy

Update {Ci}
N
i=1 and {∆i}

N
i=1 based on current Dtrain

Assign a cluster Cj to sample xi based on minimum distance from ∆j to the sample xi For each,
xi ∈ Duncertain

for xi ∈ Cj do
Find average distances aj

aj =
Σr

i=1d(∆j , xi)

r

where, r is number of samples in each cluster

Add sample xi to Dactive where, d(∆j , xi) > aj

Dpool = Dpool / Dactive

Dtrain = Dtrain ∪ Dactive

Retrain the CNN model with Dactive and Get prediction on Dtest

until desired criterion;

used dimensionality reduction technique PCA to obtain most useful and representative dimensions of dataset
and to decrease the complexity. We consider 30 principal components for Indian Pines dataset and 15 principal
components for rest of the two datasets. The value of principal components is chosen based on the variance
of the dataset. We preserved 99.6% variance in the datasets after applying PCA. To preserve the variance of
99.6% in the dataset practically, the values 30 and 15 principal components were chosen for Indian Pines and
Rest of the two datasets respectively. The learning rate is set to 0.001.

For all the experiments carried out, we used Google Colab platform for all the computation work.

4.3. Comparison with other Active Learning Methods:. In this section, the comparison of our
proposed method and three other Active Learning methods based on uncertainty sampling strategy is presented.
These three other Active Learning methods are namely, 1) Random Sampling or Baseline, 2) BvSB and 3)
Maximum Entropy.

1. Random Sampling or Baseline: The Random Sampling or Baseline method for choosing data sampels
employs the uniform random distribution for selection of the data samples. This method chooses the
data samples following uniform random distribution from pool of data samples by generating random
number over the interval [0,1].
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2. BvSB (Best versus Second Best): Best versus Second Best method for selection of the uncertain data
samples is based on the MCLU strategy [6], [33]. It considers difference between highest and second
highest class membership probabilities for selection criteria according to equation – (1). Less the
difference of highest and second highest class membership probabilities, more uncertain and informative
the data sample is.

3. Maximum Entropy: This method selects data samples having highest uncertainty in classification [6],
[29]. In other words, this method selects the data samples that maximizes the entropy. The maximum
entropy for a data sample xi can be calculated by using the following equation:

E[yi|xi, Dtrain] = − Σp(yi = c|xi, Dtrain) log p(yi = c|xi, Dtrain) (4.1)

4. DB-MCLU: Our proposed method is different from these three methods described above. These three
methods have only single criteria for selection of the data samples for consequent training. In contrast,
our method combines two criteria for selection of data samples, one based on uncertainty and the
second based on diversity. For uncertainty, we use BvSB approach as it is most suitable for our model
and gives efficient results than Random Sampling and Maximum Entropy measure. We incorporate
diversity criteria also with the uncertainty criteria to build the model more robust and generalized. The
diversity criteria in our method is based on clustering of current training data, associating the actively
selected samples with one of the clusters based on the Euclidean distances and then selecting distant
data samples from current training data distribution. By integrating diversity criteria in selection of
data samples for subsequent retraining iteration for CNN model, we preserve dissimilarity and variety
in data samples.

4.4. Results and Discussion. Series of experiments are conducted on three datasets using four different
AL strategies. As we consider diversity in the selection of initial training set also, we use K-means clustering
algorithm with number of clusters taken as number of classes for particular dataset. Then we select 25 samples
nearest to the centroid of each cluster. Thus we get 400 diverse samples in case of Indian Pines and Salinas
dataset and 225 samples in case of Pavia University dataset as our initial training dataset. We split remaining
data into Dpool and Dtest using split ratio 0.4 i.e. from the remaining data 60% data samples were used as
pool and 40% data samples were used as testing set. As per this split ratio, the partitioned data samples for
training, testing and pool are shown in Table 3.1.

For each iteration of selecting the data samples actively, we choose data samples in the range of [50, 200]
from Dpool based on the uncertainty criteria. This range has been observed empirically. The second criteria
for diversity reduces these selected samples by considering only diverse samples from current data distribution.
We repeat the active learning iterations until we reach desired accuracy on testing dataset. The average
experimental results are shown in Table 4.1, 4.2 and 4.3. For achieving the accuracy given in Table 4.1 for
Indian Pines dataset, only 15% of the total data samples have been used. Similarly, for Pavia University and
Salinas dataset only 5% of total data samples are used for achieving given accuracies in Table 4.2 and 4.3.
From these observations, we can say this method significantly reduces the number of labelled samples required
for achieving higher accuracy. The experimental results of all the methods are shown in the Table 4.1, 4.2 and
4.3 for three datasets respectively. The results of using other active learning methods are compared with the
proposed method in the Table 4.1, 4.2 and 4.3 in terms of OA (Overall Accuracy), AA (Average Accuracy), CA
(Class Accuracy) and K (Cohen Kappa Score). For all the methods, the experiments are repeated five times
and the average of all the results are shown. In the experiments conducted on Indian Pines dataset shown
in Table 4.2, the methods Entropy and Random Sampling did not able to correctly classify or distinguish the
samples for class “Oats”. The number of data samples belong to the class ”Oats” are only 20 in the whole
dataset. Even then the methods BvSB and DB-MCLU gave better classification accuracy than other methods
with very less data samples of a particular class.

From Table 4.1, 4.2 and 4.3, it can be observed that the proposed method DB-MCLU achieves best
classification results with measures of OA (Overall Accuracy) and AA (Average Accuracy) and also, for most of
the classes, the proposed method gives best class accuracies compared to other methods. Classification result
obtained by our proposed approach along with ground truth image for all three dataset is shown in Figure 4.1.
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Table 4.1
Classification Accuracies on Indian Pines Dataset

Class/Method Random EP BvSB DB-MCLU

Alfalfa 54.44 61.11 93.33 88.89
Corn-notill 90.41 89.05 93.53 93.15

Corn-mintill 91.35 95.77 88.04 93.74
Corn 95.27 89.03 96.99 95.48

Grass-pasture 93.72 87.23 96.38 96.17
Grass-trees 97.80 95.53 97.16 96.17

Grass-pasture-mowed 0 83.63 76.36 87.27
Hay-windrowed 100 90.05 99.45 99.78

Oats 0 0 45 65
Soybean-notill 88.31 94.85 87.69 94.79

Soybean-mintill 96.73 96.94 94.01 94.82
Soybean-clean 84.73 84.64 84.91 92.41

Wheat 98.63 92.27 89.86 96.99
Woods 98.26 97.02 99.29 97.39

Buildings-Grass-Trees-Drives 96.16 89.35 87.55 97.35
Stone-Steel-Towers 100 83.17 83.70 91.11

AA 80.36 82.12 88.33 92.53

OA 93.52 92.79 93.09 95.08

K 92.60 91.78 92.11 94.39

Table 4.2
Classification Accuracies on Salinas Dataset

Class/Method Random EP BvSB DB-MCLU

Brocoli_green_weeds_1 99.80 99.95 99.92 100
Brocoli_green_weeds_2 99.93 99.33 99.04 95.54

Fallow 93.37 97.52 98.43 99.85
Fallow_rough_plow 83.73 97.99 93.01 100

Fallow_smooth 73.39 96.66 80.83 95.66
Stubble 99.34 99.67 97.91 98.95
Celery 97.48 97.89 96.85 99.79

Grapes-untrained 97.89 94.16 92.64 97.75
Soil_vinyard_develop 99.97 99.93 97.15 99.91

Corn_senesced_green_weeds 98.70 97.43 96.13 99.25
Lettuce_romaine_4wk 96.30 91.88 95.22 99.49
Lettuce_romaine_5wk 96.43 97.27 85.94 99.87
Lettuce_romaine_6wk 86.79 94.26 77.39 91.67
Lettuce_romaine_7wk 85.03 92.98 67.31 89.01

Vinyard_untrained 93.25 93.32 93.79 93.65
Vinyard_vertical_trellis 99.78 96.18 99.91 99.97

AA 93.82 96.66 91.97 97.52

OA 95.64 96.58 93.83 97.63

K 95.14 96.19 93.13 97.36

The method DB-MCLU achieves best accuracies as compared to other shown methods while using very less
number of labelled data samples, 15% of total data samples for Indian Pines and only 5% of total data samples
for Pavia University and Salinas Dataset. Thus our proposed method helps in reducing the cost for labelling
the data samples while still preserving the diversity of data samples and higher performance of the model.

5. Conclusion. In this paper, we have presented a novel diversity-based Active Learning approach for
classification of Hyperspectral Images using Convolutional Neural Network. We have incorporated the diversity
criteria with Active Learning sampling strategy. Thus we can consider the diversity in the data samples in



Hyperspectral Image Classification using Uncertainty and Diversity based Active Learning 291

Table 4.3
Classification Accuracies on Pavia University Dataset

Class/Method Random EP BvSB DB-MCLU

Shadows 68.83 59.58 83.27 69.95
Self-Blocking Bricks 90.91 94.18 86.95 95.94

Bitumen 94.83 96.46 91.62 89.33
Bare Soil 98.37 99.70 94.95 98.25

Painted metal sheets 98.90 100 59.85 93.86
Trees 92.69 91.30 89.37 95.27

Gravel 82.30 88.12 61.82 94.02
Meadows 99.29 98.82 99.06 99.61
Asphalt 95.25 96.56 96.39 98.14

AA 91.27 91.64 84.81 92.55

OA 95.70 96.20 92.81 97.13

K 94.40 94.97 90.41 96.19

Fig. 4.1. (a), (c), (e) Classification result of Indian Pine, Salinas and Pavia University. (b), (d), (f) Ground truth image
of Indian Pine, Salinas and Pavia University.

each subsequent round of active selection of most informative data samples from the pool of unlabelled data
samples to be labelled by oracle. We also make use of data augmentation technique to leverage the training
process as it provides more information by augmenting the data samples. The retraining of the Convolutional
Neural Network model only on the actively selected data samples instead of training on whole dataset signif-
icantly reduces the training cost. The proposed diversity-based Active Learning approach incorporating with
Convolutional Neural Network for feature extraction and classification tasks effectively utilizes the strengths
of all the techniques together and gives better classification performance compared to other sampling methods
used for Hyperspectral Image Classification.

The future work includes incorporating different novel diversity based approaches apart from clustering
and exploring more Active Learning selection strategies or design a novel one. This work can be extended to
semi-supervised and unsupervised approach utilizing the abilities of both the domain.
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