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MACHINE LEARNING BASED TECHNIQUE TO LEARN HIPPOCAMPAL ATROPHY

FROM AXIAL MRI FOR ALZHEIMER’S DISEASE DIAGNOSIS

D. K. RAMKUMAR ∗, N. V. BALAJI †, AND T. GENISH ‡

Abstract. Hippocampus (HC) is one of the small brain components and its features majorly take part in diagnosing diseases
such as Alzheimer and Dementia. The earlier detection of the size changes of HC leads to take preventive action against Alzheimer
disease at initial stage. Thus the HC voxel quantification becomes essential to know the severity of the disease and thus induces
computerized segmentation process. Several semi-automatic and automatic HC segmentation techniques proposed earlier. Though,
it requires large memory space and high computational cost. This paper reduces the risk of searching a high configuration machine
and reduces the cost by utilizing limited number of features. It is to be done by using some strategic features based on mathematical
framework of wavelet, statistical features and gray level computations called level set. The features fed as input to the supervised
machine learning model called back propagation neural network. A deep study conducted to train the net and analyzed in various
views. The results were compared with the similar existing models which were using Random forest, Quicknat and deep learning.
The proposed machine learning model produces the higher and similar dice scores of existing model. The validation of the proposed
method yields 85% of dice score and 96% of sensitivity and 96% of specificity.
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1. Introduction and examples. Hippocampus (HC) is one of the brain regions and incorporates in
memory function and it owns the structure of sea horse [19]. The hippocampus supports to know the age of
a person [5]. Hence, the size of HC is notable one because some neurological diseases such as dementia and
Alzheimer cause the size loss [7]. Further, the size of HC indicates the diseases like epilepsy and schizophrenia
[2]. Alzheimer is one of the brain disorders, which affects memory power and cognitive skills. It easily affects
hippocampus (HC) than other brain parts. In the entire world, 90 million peoples have suffered by Alzheimer
disease [14]. The volume detection process of HC ensures the progressiveness of Alzheimer and guide to prevent
its progression. At present, Magnetic Resonance Imaging (MRI) is non-invasive technology to mimic (capture)
the morphology of human organs particularly brain [14]. The manual quantification of HC tissues from MRI
images are consuming more times and tired the Radiologists. Hence, the necessity of computer aided methods
for automatic segmentation is increasing exponentially. Though, the process of segmenting Hippocampus is
very difficult [22].

The difficulties faced by automatic segmentation are noise, resolution constraint and weak boundaries
between the brain components. When they are in same intensity, the pixels are not unique in intensity and
not defined by a well defined boundary. The hippocampus segmentation methods are broadly categorized into
i) Atlas and mullti-Atlas based method, ii) Deformable models such as Active contour models (ACM), Active
shape model (ASM) and active appearance model (AAM) which uses local neighbourhood features and iii)
Machine learning (ML).

ML is a rising technology which requires a set of features from a dataset to train the network and obtain
optimal parameters in training stage, utilizes these parameters to detect objects from unknown set of features
in testing stage. The ML is a flashy technology, which is majorly categorized by source of the features. Some
networks admit features from external data source to the network. Convolution neural network (CNN) type of
networks automatically constructs their own features from the given input images. There are several ML are
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Fig. 1.1: Different MRI image orientation

available such as Support vector machine (SVM), artificial neural network (ANN), CNNetc. and attracted by
its accuracy. Several ML methods have been implemented in the task of HC segmentation [3, 4, 12, 24, 25].
Among all, CNN is more compatible for image and employed in HC segmentation from brain MRI [8, 13, 21].

The paper [2] use deep convolution neural network (DCNN) and update the erroneous pixels by error
correction steps. Initially, segmentation masks are prepared by using an ensemble models which includes three
independent models. The erroneous pixels are corrected by replacing and refining the networks. The method
uses several datasets are combined by transfer learning techniques. Thus reduces the time consumption of
segmentation process and improves the accuracy of segmentation [2]. In a method, Deep artificial neural
network was employed to separate the input image into large patches. The distances between the patches and
its regional centroids in compressed images are depicted as feature set [17]. In another CNN model, four gray
level patches of a voxel are provided as input to the CNN [10].

The model called Hippodeep proposed by [20] uses CNN and trained in a region of interest (ROI). This
model makes use of a single CNN layer, starting with a planar analysis followed by layers of 3D convolutions
and shortcut connections. The paper [6] proposed a open source software for the same task. It includes the
features obtained from the all orientation MRI images such as coronal, axial and sagital as given in Fig. 1.1.
The combined features fed into U-Net FCNN architecture [17] the network updated with RooNet in [9] to
combine two-convolution block of same patch image. The results were finalized after the post processing and
obtained 90% dice score [6]. A deep learning method with feed forward learning was used in the segmentation
of hippocampus subfield. In the method, a canonical geometrical intensity space is used to reduce the time of
pre-processing.

The above stated methods yield good results when using good quality of training images and its truth
values. The irregular shape and in-significant boundary of HC provide lower accuracy in results [14]. The
presented method selects the very relevant limited features to reduce the memory space and employes multilayer
perceptron with back propagation learning algorithm. The following sections describe data set, the validation
metrics to analyze the significance of segmentation, methodology, results and discussion and conclusion.

2. Data Set and Valuation Metrics. The experiments carried over Harp and clinical datasets which
contains randomly selected 50 patients’ images. The axial oriented images only consider for the experiment.
The efficiency of a segmentation process is confirmed by computing the Dice Similarity Coefficient (DSC) which
is used to compare two segmentation methods (Dice 1945). It can reveal the overlap coefficient between the
two different segmented volumes S and G, and is defined in [1] as follows:

DSC = 2.
|S ∩G|

|S|+ |G|
(2.1)

S is the region segmented by the automatedmethod and G is the region obtained by manual segmentation. The
‘∩’ operator provides the amount ofpixels common to S and G. The ‘+’ operator, produces the sumof all pixels
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Fig. 3.1: Architectural diagram of presented method

in both regions. The ending valueof the DSC is a normalized computation, acquired by the coefficient between
the amount of pixels common to bothregions and the mean of pixels in each region. The ‘0’ DSC represents no
one similar pixel exist in S and G. Controversy, ‘1’ represents the both S and G contain similar pixels.

Sensitivity and specificity are calculated using True positive (TP), False positive (TN) and False negative
(FN). Let the pixels inside HCare taken in S and G are positive and background are negative, the TP, TN and
FN described as TP = Number of positive pixels in S are in G. FP = Number of positive pixels in S are as
negative in G. FN = Number of negative pixels in S are positive in G. The expressions to compute sensitivity
and specificity are as follows,

Sensitivity =
TP

TP + FN
(2.2)

Specificity =
TP

TP + FP
(2.3)

3. Proposed Method. Figure 3.1 shows the architectural diagram of the proposed method. In this
module, the input and ground truth images are fed into the feature extraction block at training stage. Twenty
types of features recognize and pass as a matrix to the next module. There is a multi-layerperceptron, which
able to understand the feature and train itself to detect the hippocampus pixel by using the feature set. Further,
unknown (not included in training image set) image features given to check its performance. Finally, the net
gives output as binary values and are used to construct the output image. The algorithm of the proposed
method are given below.

Algorithm
1. start
2. f=featureExtraction (image) // implement the all formulas given in feature extraction section. //The pixel
indexes are taken in row and the features are taken in column
3. t=truth(image) // assign binary value from the ground truth image
4. // network definition
5. weights=[random()]
6. // assign net
7. net=(layers =10, nodes per layer= 24, activation function = “sigmoid”)
8. x=train(net,f,t)
9. check error values
10. if error>previous output
11. adjust the weight
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Fig. 3.2: Features of an input image. Row 1: Original image intensity, Skewness using mode, Kurtosis, Mean
absolute percentage error, Pixel redundancy, Mean of 5×5 pixel neighbourhood, Variance of 5×5 pixel neigh-
bourhood, Standard deviation of 5×5 pixel neighbourhood, Mean difference and Wavelet feature respectively.
Row 2: Energy level, Edge detection filtered images (North, South, East, West, North East, North West, South
East, South West) and Standard variation respectively.

12. if (error>previous error)
13. //repeat weight adjustment
14. else
15. // training completed
16. //testing
17. f1=featureExtraction(image)
18. test(net, f1)
19. output the result
20. stop

3.1. Feature Extraction. Features are the numerical or logical representation of image. Each image
pixel’s association with its neighbourhoods, intensity value and convolution with a filter values are extracted as
numerical values and assigned instead of image alone. This method concentrates twenty types of features. The
image feature extraction techniques are discussed in the following sections their resulting features are pictorially
described in Fig. 3.2.
Skewness: The measure of skewness verifies the symmetry in intensity distribution. The skewness is calculated

as follows,

f2 =

∑m,n,k
i,j=1, b=1

(

Ii,j − Ib
)3

/N

S3
(3.1)

Here is skewness obtained from 5×5 neighbourhood of each pixel b. The centre pixel value is replaced
with the skewness measure f1. Ii,j referes the image pixel intensity value, Ib represents the mean value
of 5×5 neighbourhood of each pixel, N is the total number of pixels here it is takes as 25 and S hold the
standard deviation of 5×5 neighbourhood of each pixel. Instead of Ib mode and median substituted to
obtain skewness mode and skewness median features.

Kurtosis: Kurtosis describes the peakness of a frequency distribution and it is defined as follows,

f3 =

∑m,n,k
i,j=1, b=1

(

Ii,j − Ib
)4

/N
(

∑m,n,k
i,j=1, b=1

(

Ii,j − Ib
)2

/N
)2

(3.2)
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The zero kurtosis represents the normal distribution; the high value distribution reflects the abnormal
distribution of intensity value.

Mean Absolute Percentage Error (MAPE): Usually, MAPE utilizes to measure the forecasting error. In
image processing, in-homogeneity among a block of pixels derived using MAPE. The error measure by
[11]

f4 =
1

N

m,n,k
∑

i=j=1,b=1

(

Ib − Ii,j
)

Ib
× 100 (3.3)

The zero result ensures the homogeneity in pixel intensity distribution and high value represent the
in-homogeneity proportions with the mean of the block Ib .

Pixel Redundancy: The redundant pixels represent the similar object in images. Sometimes pixel redundancy
is utilized to denoise image. Here, redundant intensity value of a 5×5 neighbourhood replaces the centre
pixel of the block.

f5 = |bi| (3.4)

Mean: The mean of 5×5 neighbourhood pixel replaces the centre pixel value. The calculations performed over
the each row and column.

Variance: The variance among 5×5 neighbourhood pixel replaces the centre pixel value. The calculations
performed over the each row and column.

Standard deviation: The square root of the variance is called the standard deviation.
Wavelet Feature: The feature is extracted by using discrete wavelet transformation. A brain MRI image is

decomposed into n levelsuntil get image size as (15 ×10). At this stage, we get a low pass and three
high pass filtered images. The low pass filtered image displays distinct intensity at each pixel [11]. At
this stage, interpolate the image into its original size of the image.We can see big pixels as given in Fig.
3.1, row 2. The hippocampus and cerebral final fluid (CSF) appearing area looks in high intensity, the
others are looks in low intensity as given in [11].

Energy level: The entire work based on the intensity and neighbourhood pixels. The intensity distribution
in adjacent regions is categorized as level set. The following mathematical framework helps to extract
the energy level of each pixel as defined in [11],

f12 = δ (ϕ)

[

µdiv

(

∇ϕx,y

|∇ϕx,y|

)

− (R (x, y)− C1)
2
+ (R (x, y)− C2)

2

]

(3.5)

where, f represents the image, δ (.) is representing Heaviside function, C1 and C2 represent the average
intensity of pixels above 150 (intensity >150) and below 150 (intensity <150) respectively. The energy
level is approximated by the by the Euler Lagrange’s formulation. It is defined as,

div

(

∇ϕ

|∇ϕ|

)

=
ϕxxϕ

2

y − 2ϕxyϕxϕy + ϕyyϕ
2

x

(ϕx + ϕy)
3/2

(3.6)

Edge filters: The edge filters showed in Fig. 3.3 convoluted with the image to obtain edges in all directions
individually.

3.1.1. Artificial Neural Network. The presented method uses Multilayer Perceptron with back prop-
agation learning algorithm. It has constructed with more number of layers such as input, hidden and output
layers and each layer is holding numerous nodes as described in Fig. 3.4. Each node (neuron) in input layer
represents a single feature and includes the connection with n-number of nodes in hidden layer. The nodes act
as decision makers with the help of activation functions such as sigmoid, tanh, ReLu and etc. Each neuron
calculates the weighted sum of its inputs and then applies an activation function to normalize the sum.
Training: Requirement number of layers, neurons and suitable activation function are determining at the

stage of training. Input features and the expected outputs are provided to the network. The network
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Fig. 3.3: Edge detection filters, North, South, West, East, South East, North East, South East and North West
respectively

Fig. 3.4: Out sketch of Neural Network

then processes the inputs and compares its outputs against the desired outputs, if fails to give similar
output adjust the weights of the network connection until finds the exact results. At the final stage,
sets all weights as constant and ready to validate and to run unknown data set.

Testing: At this stage, accepts the unknown image features (not in training set) and set “1” for hippocampus
pixels and “0” for non-hippocampus pixels without human intervention.

4. Results and Discussions. The experiment carried over axial brain MRI images data set, which
includes three training volumes 1-validation volumes and two testing volumes. The experiment utilizes Harp
and clinical dataset and tries to resolve the queries i) finalize the essential features , ii) confirm the fitness of
the net iii) Make sure the training package is such that a training image taken from one MRI machine can
completely segment the hippocampus from another type of MRI machine.

The experiment commenced with the features skewness, kurtosis, MAPE, pixel redundancy, mean, variance,
standard deviation, wavelet features and original intensity. The intensity of hippocampus shows as the Cerebro
spinal fluid (CSF) in T2-weighted images. Since the CSF fills in the gap of brain tissues appears as edges,
the presented net observes the edges as HC region shown in Fig. 4.1. After the result, we concluded that to
include edge features in the training set. For that, the input images convoluted with the eight types of filters
individually. When the edge based features included in the training set, the net trained itself and avoid the
classification of edge as hippocampus.

Next ensure whether the net is over-fitting or under-fitting, wefitted the net by knowing the accuracy of the
training set. Initially, five consecutive images took from each volume and provided at the moment of training
which results 0.725 accuracy in 3 epochs.

The architecture of the net determination is the primary problem; minimal number of neuron takes minimal
computation time. Initially, one hidden layer consisting of 50 neurons employed for the segmentation which
accounts 76% of accuracy. Further, increased the hidden layers as 3 with the same count of neurons as 50.
Though, the net is not capacious enough for some complex images. Finally, the neurons are increased for first,
second and third layers as 800, 200 and 50 respectively the results are given in Table 4.1. The Table 4.1 shows
the highest precision value for the updation of neurons. The Table demonstrated that the net provides lower
precision value for 50 neurons and higher precision value for the neuron updated net. Subsequently, the epochs
was increased from 5 to 25. At this stage we get lower mean square error value (MSE) 0.0435 and high accuracy
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Fig. 4.1: Original image, segmented and ground truth image respectively

Table 4.1: Precision versus Neurons

as 94%.
The results of modified network by increasing and deleting neurons, layers and epochs have high improve-

ment that is delineated in Fig. 4.2. In Fig. 4.2, the block colour line indicates the performance (DSC score) of
the modified net and the gray line indicates (DSC score) of the default net. Y-axis shows the DSC score and
X-axis shows the image number.

The sensitivity and specificity of the images illustrated in the Fig. 4.3. In Fig. 4.3, dark line shows
the sensitivity and light line shows the specificity. The sensitivity remains the performance of extracting true
positive and specificity remains the localization of the work. The obtained average DSC, sensitivity, specificity
and standard deviation of the scores are listed in Table 4.2. The sensitivity ranges from 82% to 99% which
indicates the proposed features and net can resolve the complex images also. The specificity ranges from 96%
to 99% which indicates the net and features incorporate to detect the exact location of hippocampus. The
deviations in the results are measured using standard deviation and listed in Table 4.2. In DSC, there are no
much deviations among the images of a volume.

The Random forest utilizes the local energy pattern feature set which were proposed in [23] for the classifi-
cation. The random forest method adopts 20 trees for construction and the depth of each tree is empirically set
as 25. The QuickNat network utilizes the convolution neural network for the segmentation process [18] which
results lower than the proposed method. The deep learning based method also provided 0.85 DSC score.

Compared to the other method, the proposed feature set and network work similarly and utilizes small
data set and less number of feature set. The proposed method takes time for training is 20 minutes and 10
minutes for testing in Dual core 2 machine.
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Fig. 4.2: Dice scores of default and modified net

Fig. 4.3: Sensitivity and Specificity of modified net

Table 4.2: Validation measures

DSC

Score

Sensitivity Specificity

Average 0.851923 96.18962 96.89855
Standard deviation 0.203303 4.288032 1.236299

Table 4.3: Comparison with similar methods

Method DSC Score

Hippodeep -[20] 0.85
QuickNat -[18] 0.84
Random forest - [3] 0.85
Proposed Method 0.85
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The proposed feature set is enough for more images but in two or three images which has connected pixels
between CSF and HC lead over-segmentation due to the energy feature.

5. Conclusion. In this paper, we present a multi-layer perceptron framework for hippocampus segmen-
tation from harp and clinical data sets. The network utilizes back propagation learning algorithm. There are
twenty features extracted and utilized to set the net. Major advantages of our method lie on that we don’t need
any time-consuming non-linear registration for pre-processing MR images, and features generated by MDL are
consistent with subsequent learning models. The experimental results suggested that the proposed strategi-
cally features can boost the performances of hippocampus segmentation and minimize the MSE score. The
network model adjusted only based on the MSE error measure and the results are analysed with qualitative
and quantitative measures. Sensitivity, specificity, Dice similarity and Accuracy were computed to ensure the
outstanding performance of the proposed model. The net model initializes randomly defined weight value for
each neuron that increased the training time. In future, initial weight value could be optimized to reduce the
overall execution time. As well as more clinical images to be incorporated to achieve the proposed model as
reliable one for all configured MRI machine image.
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