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ON THE POTENTIAL OF NOC VIRTUALIZATION FOR MULTICORE CHIPS∗
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Abstract. As the end of Moores-law is on the horizon, power becomes a limiting factor to continuous increases in performance
gains for single-core processors. Processor engineers have shifted to the multicore paradigm and many-core processors are a reality.
Within the context of these multicore chips, three key metrics point themselves out as being of major importance, performance,
fault-tolerance (including yield), and power consumption. A solution that optimizes all three of these metrics is challenging. As the
number of cores increases the importance of the interconnection network-on-chip (NoC) grows as well, and chip designers should
aim to optimize these three key metrics in the NoC context as well.

In this paper we identify and discuss the main properties that a NoC must exhibit in order to enable such optimizations. In
particular, we propose the use of virtualization techniques at the NoC level. As a major finding, we identify the implementation
of unicast and broadcast routing algorithms to become a key design parameter in order to achieve an effective virtualization of the
chip.

The intention behind this paper is for it to serve as a position paper on the topic of virtualization for NoC and the challenges
that should be met at the routing layer in order to optimize performance, fault-tolerance and power consumption in multicore
chips.

1. Introduction. Multicore chips (processors) are becoming mainstream components when designing high
performance processors. As power is increasingly becoming a limiting factor with regards to performance for
single-core solutions, designers are shifting to the multicore paradigm where several processor cores are integrated
into one chip. Although the number of cores in current processing devices is small (i. e. two to eight cores per
chip), the trend is expected to change. As an example, the Polaris chip for TeraFLOP computing from Intel has
recently been announced with 80 cores [1]. This chip is a research demonstrator but serves to highlight many
of the challenges facing NoC in the multicore era.

As the main processor manufacturers further integrate multicore into their product lines, an increasingly
large number of cores is expected to be added to chips. In these chips, a requirement for a high-performance
on-chip interconnect (NoC) emerges, allowing efficient communication between cores and from cores to cache
blocks and/or memory controllers. Current chip implementations use simple network topologies such as buses
or rings [2]. However, as the number of cores increases such networks effectively become bottlenecks within the
system, and become impractical from a scalability point of view. For chips with a larger number of cores the
2D mesh topology is usually preferred due to its layout on a planar surface in the chip. This is also the case of
the TeraScale chip. In this paper we restrict our view to 2D mesh and 2D torus topologies.

A lot of research has been undertaken on high performance networks over the recent decades and for
some NoCs the mechanisms, techniques, and solutions proposed for off-chip networks can be applied directly.
However, on-chip interconnects face physical constraints at the nanometer scale that are not encountered (or are
not limiting solutions) in the off-chip domain. One example relates to the use of routing tables at the switches
which is common for off-chip networks (e.g. InfiniBand [3]). For some NoCs, however, the memory requirements
to implement routing tables in switches may not be acceptable.

From our point of view, the main constraints relating to NoCs (and that are not a primary concern in
off-chip networks) are: power consumption, area requirements (floor-space), and ultra-low latencies. We note
that these concerns suggest that simple solutions for NoCs should be implemented.

A multicore designer must deal with three key metrics when designing a multicore chip (see Figure 1.1):
performance, fault-tolerance, and power consumption/area. Achieving a solution that optimizes these metrics is
challenging. If we take fault-tolerance as an example, a solution for fault-tolerance may have a negative impact
on performance resulting in increased latency. Such a solution may be acceptable and perhaps even desirable
for an off-chip network but for a NoC it may be prohibitive. Another example is that for some NoCs, an efficient
implementation of a routing algorithm that delivers high throughput may consume too many resources.
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Fig. 1.1. Design space for a NoC.

The Performance of a network is traditionally measured in terms of packet latencies and network throughput.
Currently, within the context of NoC, network throughput is not a major concern as wires can be widened to
implement network links where needed. However, ultra-low latencies (less than a few nanoseconds) are typically
required and it is usual that a switch forwards a flit within a network cycle. The implication of this is that every
stage within the critical path of a packet must be carefully optimized. This is one of the reasons that, in some
NoCs, logic-based routing (e.g. the predominant Dimension-Order-Routing, DOR) is the preferable solution as
it can lead to reductions in latency as well as power and area requirements.

Fault-tolerance is also becoming a major concern when designing a NoC. As the integration of large numbers
of components is pushed to smaller scales, a number of communication reliability issues are raised. Crosstalk,
power supply noise, electromagnetic and inter-symbol interference are examples of such issues. Moreover,
fabrication faults may appear, in the form of defective core nodes, wires or switches. In some cases, even though
some regions of the chip are defective, the remaining chip area may be fully functional. From a NoC point of
view, the presence of fabrication defects can turn an initial regular topology into an irregular one. In an off-chip
network, the defective component(s) can simply be replaced, while for a multicore chip, if the routing layer
cannot handle the fault(s), the chip is discarded. This is an issue known as yield and has a strong correlation
to manufacturing costs.

Power consumption is also an issue of major concern. As buffers consume both area and energy, a NoC
designer must strive to find a balance between acceptable power requirements and the need for buffers. To
date, efforts have been made to minimize buffers both in size and number. Another issue related to power
is that as the number of cores increases, cores may be under-utilized as applications may not require all the
processing logic available on the chip (multimedia extensions for example) and the chip may simply have large
idle times for particular applications. An example of the industry response to power consumption is Intel’s
recent introduction of a new state in their Penryn line of chips that allows the chip to put cores into a deep
sleep state where the caches and cores are totally switched off. This points to the fact that mechanisms that
dynamically reduce power are both mainstream and will be important in future multicore chips.

A number of challenging problems are emerging from the increased integration of cores on a chip. When
designing a NoC for multicore systems, the three key metrics must be optimized at the same time. In this
paper we explore viable solutions to all of them. We propose and argue how the use of virtualization tech-
niques at the NoC level can help deal with the problems discussed above. From a conceptual point of view,
a virtualized system provides mechanisms to assign disjoint sets of resources to different tasks or applications.
Virtualization is valuable on a multicore chip since it allows for the optimization of the system along the three
key design space directions (area/power, performance, yield). For instance, failed or idle components (that
can be put to sleep) can be isolated within a proper virtualized configuration, thus providing the potential
for higher yields and reductions in power consumption. A virtualized system can separate traffic belonging
to different applications or tasks, preventing interference between them, leading to an overall higher perfor-
mance.

The intention behind this paper is for it to serve as a position paper on the topic of virtualization for NoC
and the challenges that should be met at the routing layer in order to maximize performance, fault-tolerance
and power consumption.

The remainder of the paper is organized as follows. First, in Section 2 we introduce the concept of virtu-
alizing a NoC and describe the advantages of such an approach in terms of performance, fault-tolerance and
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Fig. 2.1. Three tasks are running when another request for resources arrives in a system consisting of 16 resource entities
connected in a 4× 4 mesh topology: The first task runs on entities number 0 and 4; the second task runs on entities number 6, 7,
10, 11, 14, and 15; and the third task runs on entities 8, 9, 12, and 13.

power consumption. Then, in Section 3 we provide rough estimations on the impact of a virtualized NoC where
we show how a virtualized NoC compares to a non-virtualized one. We conclude in Section 4 with a summary
of our findings and discuss future work.

2. Virtualized NoC. The concept of virtualization is not a new one. It has been applied to different
domains for different purposes. A few examples are virtual machines, virtual memory, storage virtualization,
and virtual servers in data centers. A virtualized NoC may be viewed as a network that partitions itself into
different regions, with each region serving different applications and traffic flows.

Many questions with regard to the design of a virtualized NoC can be posed. Does the virtualized system
allow for the merging of different regions? Does the virtualized system support non-regular regions? How
is traffic routed within regions? We believe that, in order to meet the design challenges with respect to
performance, fault-tolerance, and power consumption, the most important issues for a virtualized NoC solution
are: increasing resource utilization; the use of coherency domains; increasing the yield of chips; and reducing
power consumption. In this section we provide an overview of each of these issues.

2.1. Increasing Resource Utilization. Current applications may not provide enough parallelism to feed
all the cores that are available on a multicore chip. In such situations some of the cores may be under-utilized
for periods of time, with the implication that resources are being wasted. In this situation, different applications
(or tasks) should be allowed to use separate sets of cores concurrently. Hence, we need a partitioning mechanism
to manage the resources and assign them to the applications in an efficient way.

A partitioning mechanism should, at least, meet the following two challenges, the minimization of frag-
mentation (maximization of system utilization) and the prevention of interference between messages (packets)
that belong to different tasks. The partitioning of a multicore chip can be compared to the traditional pro-
cessor allocation techniques, and some of the algorithms suggested for processor allocation could also be used
for partitioning within a multicore chip. Contiguous allocation strategies (such as [6, 7, 8, 9, 10, 11, 12, 13])
designate a set of adjacent resources for a task. For meshes and tori most of the traditional contiguous strate-
gies allocate strict sub-meshes or sub-cubes and cannot prevent the occurrence of high levels of fragmentation.
External fragmentation is an inherent issue for contiguous strategies and occurs when a sufficient number of
resource entities are available, but the allocation attempt nevertheless fails due to some restrictions (such as
the requirement that a region of available resource entities must constitute a sub-mesh).

Some contiguous resource allocation algorithms have an attractive quality that we refer to as routing-
containment: the set of resources assigned to a task is selected in accordance with the underlying routing
function, such that no links are shared between messages that belong to different tasks. Routing-containment
in resource allocation is important for a series of reasons. Most importantly, each task should be guaranteed a
fraction of the interconnect capacity regardless of the properties of concurrent tasks. Thus, if one task introduces
severe congestion within the interconnection network, other tasks should not be affected. In Section 3 we discuss
results that show the effects of traffic overlapping. In earlier works routing-containment was an issue that was
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often only hinted at. Even so, many strategies, like those that allocate sub-meshes in meshes, will be routing-
contained whenever the DOR routing algorithm is used.

A close coupling between the resource allocation and routing strategies allows for the development of
new approaches to routing-contained virtualization with minimal fragmentation. These approaches involve the
assignment of irregularly shaped regions and the use of a topology agnostic routing algorithm. In general, these
approaches can be used for any topology – a particularly attractive property in the face of faults in regular
topologies.

One approach which is particular to the Up*/Down* [16] routing algorithm assumes that an Up*/Down*
graph has been constructed for an interconnection network that connects a number of resources. For each
incoming task the assigned set of resources must form a separate Up*/Down* sub-graph. This ensures high
resource utilization (low fragmentation) since allocated regions may be of arbitrary shapes. In this case routing-
containment is ensured without the need for reconfiguration. UDFlex [18] (for which performance plots that
demonstrate the advantages of reducing fragmentation are included in Section 3) is an example of such a strategy.

Figure 2.1(a) shows a situation where three processes have been allocated to a NoC that does not support
irregular regions. An incoming process that requires the use of four cores has to be rejected as the NoC only
supports regions of regular shapes. Figure 2.1(b) on the other hand shows the case where a NoC supports the
use of irregular regions. In the first case the DOR routing algorithm is used. Each packet must traverse first
the X dimension and then the Y dimension. However, the acceptance of new applications is highly restricted
as regions must be rectangular to allow traffic isolation with DOR routing (in Figure 2.1(a) node 5 could not
communicate with nodes 2 and 3 without interfering with an already established domain). In Figure 2.1(b),
however, the topology-agnostic Up*/Down* routing algorithm is used (node 0 is the root of the Up*/Down*
graph). This allows allocation of irregular regions, which increases resource utilization.

In general, topology agnostic routing algorithms are less efficient than topology specific routing algorithms
(although, in some cases, they perform almost as well [14, 15, 17]). Thus, when allocating arbitrarily shaped
contiguous regions, there is a trade-off between routing-containment and routing efficiency. This is the case
both for NoCs and off-chip networks. Also, when allocating arbitrarily shaped regions, reconfiguration may be
needed to ensure routing-containment for incoming tasks.

The routing algorithm used in a NoC should be flexible enough to allow for the formation of irregularly
shaped regions. The tight constraints applied to multicore chips with respect to issues such as latency, power-
consumption, and area limit the choice of strategies available for routing and resource allocation. The use
of routing tables requires significant memory resources in switches. Source-based routing, on the other hand,
contains the entire path of a packet in its header and allows for a quicker routing decision when compared to the
table approach. NoCs that allow routing tables or source-based routing are flexible with respect to the appli-
cability of topology agnostic routing and assignment of arbitrarily shaped regions. For such environments the
approaches described above may be used without restrictions, and solutions targeted for off-chip environments
may be adopted. For some NoCs, however, the use of both routing tables and source-based routing may be
unacceptable or disadvantageous. This group of NoCs can instead use a logic-based routing scheme. For allo-
cation of sub-meshes in a mesh topology, DOR (which can easily be implemented in logic) is a possible choice.
More interestingly, under certain conditions, recent solutions such as the region-based routing concept [4] and
LBDR mechanism [5] allow the use of topology-agnostic routing algorithms in semi-regular topologies with small
memory requirements within switches.

2.2. Coherency Domains. Typically, in a multicore system the L2 cache is distributed among all cores.
This is a result of the use of L2 private caches or having a shared L3 on-chip cache (e.g. Opteron with Barcelona
core). Each core has a small L2 cache and a coherency protocol is used. As the number of cores within a chip
increases several new problems arise. Upon a write or read miss access from a core to its L2 cache the coherency
protocol is triggered and a set of actions are taken. One possible action is to invalidate any possible copy of the
block in the remaining L2 caches. This is normally achieved by using a snoopy protocol. However, implementing
a snoopy protocol in a 2D mesh is difficult as snoopy actions do not directly map on to a 2D mesh.

A possible solution is to implement a snoopy protocol with broadcast packets. Although broadcasting solves
the problem of keeping the coherency, as the system increases in number of cores, the broadcast action becomes
inefficient. For instance, in a 80-core system broadcasting an invalidation is inefficient if only two or three copies
of the block are present in the system. The entire network is flooded with messages that are only directed at
two or three cores (and they will probably be physically close to each other). Figure 2.2(a) shows an example
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Fig. 2.2. Examples of different coherency protocols.

of this.

One possible solution is the use of directories to implement a coherency protocol. In this situation, each
memory block has an assigned owner. Upon an action on a block the owner is inspected. The owner has a
directory structure of all the cores that have copies of its block. Thus, the packet is sent only to the cores with
copies of the accessed block. However, directories require significant memory resources that may be prohibitive
for chip implementations as there are increases in latency due to indirection (see Figure 2.2(b)).

One solution that is becoming a reality is the use of coherency domains. When an application is started on a
multicore system different threads or processes are launched on different cores and a possible solution is to map
groups of cores that share data in a unique coherency domain. By implementing the required resources at the
network and application level, the coherency protocol could remain enclosed within the coherency boundaries
and thus prevent interference with traffic in other parts of the chip. Additionally, snoopy actions should be
enclosed within the coherency domain by a restricted broadcast. In Figure 2.2(c) the snoopy action (implemented
as a broadcast) is bounded to the coherency domain.

It is clear that within the context of virtualization for NoC, mechanisms that allow the use of localized
broadcast actions within a coherency domain (network region) should be implemented. Additionally, it may
be possible that some resources within the chip are shared by different domains, an example of this is memory
controllers. In this situation the virtualized NoC must provide solutions to bound the traffic of each domain
within its limits. This is required also for broadcast packets so each domain does not flood all the shared
domains.

2.3. Yield and Connectivity of Chips. The manufacturing process of modern day chips consists of
many stages but involves photo-lithographic processing of multiple logical as well as physical layers. Many
factors can influence the quality of a chip and as high volume manufacturing technology scales from its current
45 nm to 32 nm and below, the occurrence of tile-based interconnect faults may become a greater issue to yield.
Yield is defined as the number of usable chips versus defective chips that come off a production line, and it is
expected that, as we go deeper into sub-micron processor manufacture, we will see decreases in yield [20].

A modern CPU consists of multiple metal layers, and it is common to use at least 10 layers to make
an interconnect for a single core chip. When discussing yield and interconnects, it is important to make the
distinction between the interconnect that makes up a single core within a chip (existing between multiple metal
layers) and the global routing interconnect that is used between tiles.

Yield as a connectivity issue can benefit greatly from virtualization. Recall that once a chip has been
manufactured, faulty components cannot simply be swapped out. NoCs need to be able to sustain faults that
arise during production. Figure 2.3 shows two different fault situations. In the first case an entire block of the
chip has been disabled as a result of a manufacturing defect. This chip can be recovered by the definition of a
virtualized NoC with cores being grouped in a network region.

In the second case, however, a switch is disabled at the middle of the NoC. Two solutions arise here. First,
the failed component can be excluded by a smart partitioning scheme that partitions the NoC into different
regions. In a second solution, some simple static fault-tolerance mechanisms can be added to switches to
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circumvent the failure within a region. We expect that solutions to yield can support one component failure.

Cores requiring
fault−tolerance logic

Failed block Failed component

Fig. 2.3. Dealing with component failures.

An analysis of yield and connectivity was carried out in [19]. Two straight forward approaches to increasing
yield as a result of faults was examined. These methods are shown in Figure 2.4.

The first, Dimension-Order Routing that supports Faults (DOR-F) that ensures continued connectivity
when a fault is detected, is a mechanism used by the BlueGene/L torus network [22, 21]. This approach requires
that the routers within each tile of the disabled area are prohibited from forwarding or accepting traffic that
have the tile as destination or source. Rather it can solely act as a transit point forwarding traffic according to
the DOR-YX algorithm. Hence the processing nodes are unreachable and can be switched off. As an example,
with reference to Figure 2.4(a), tile 12 has been discovered to be faulty so tile 7 only forwards in the horizontal
dimension. Similarly tile 13 only forwards in the vertical dimension. By doing so the remaining tiles within the
NoC are guaranteed connectivity.

As DOR routing algorithm is still in use, no new turns are introduced to the channel dependency graph
(according to the original DOR-YX) and hence the network retains its deadlock freedom. This method is
referred to as DOR-F.

Another approach to the problem is based on an analysis based on Channel Dependency Graphs that
support Faults (CDG-F). The CDG-F method allows for DOR-YX routing in the fault-free case and when
a packet’s route does not cross a fault, but in the case where a packet crosses a fault it uses a re-routing
mechanism. Figure 2.4(b) shows an example where tile 12 is faulty, and the five dependencies that must be
added and the single dependency that must be removed in order to maintain connectivity and freedom from
deadlock.

2.4. Reducing Power Consumption. Power consumption is a major concern. There are potential
savings that can be made in effective power-aware routing techniques, that optimize the application traffic to
ensure it finishes as quickly as possible and allow the network and cores to shut-down inactive parts.

The literature reports the interconnect power consumption at approximately 30% to 40% of total chip power
consumption, a figure that also relates to the TeraScale chip. One reason the interconnect power consumption
rate is so high is that the processing cores are not logic intensive (they are not fully fledged x86 cores). If this
ratio was to significantly decrease then power aware routing may be less interesting.

Virtualization is also a power issue. In Section 2.1 we discussed issues relating to the sub-optimal allocation
of processes to cores. If the operating system has tasks waiting to be allocated and is unable to allocate the
tasks to the resources because of fragmentation, then the sub-optimal allocation strategy is not power-efficient
and the operating system should ensure (fragmented) processing resources are put to sleep.

Virtualization also provides solutions to the power issue for NoC in the same way that it supports increases
in yield by supporting fault-tolerance. Cores and interconnect components that are otherwise idling can be
put to sleep and excluded at the NoC level by using the concept of virtualization, but in this setting, the
virtualization technique has to be dynamic in nature, while from the yield point of view it could be static.
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Fig. 3.1. Effect on fragmentation (1− system utilization) when allocating irregular regions. System utilization for a 16× 16
mesh.

3. Basic Examples. This section provides a basic set of examples with performance analysis to motivate
virtualization of a NoC. First, we focus on the reduction of fragmentation effects when allowing allocation of
irregular regions. Later, we evaluate the effects on performance when using traffic isolation through a virtualized
NoC, either using unicast and multicast traffic. Finally, we analyze the yield improvement when using different
routing algorithms.

3.1. Reducing Fragmentation Effects. Section 2.1 explained the fragmentation issue related to allocat-
ing contiguous regions of resources. Restricting allocations to regions of a particular shape (such as sub-meshes)
results in severe fragmentation and, thus, low resource utilization. We argued that allowing irregularly shaped
regions may reduce fragmentation, and introduced an approach, called UDFlex, that allows allocation of irregu-
lar regions (by allocating Up*/Down* sub-graphs). In Figure 3.1 the system utilization of UDFlex is compared
with that of several strategies that allocate sub-meshes (Adaptive Scan, Flexfold, Best Fit and First Fit) for a
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16× 16 mesh topology. Random is a non-contiguous fragmentation-free strategy, and, thus, a theoretical upper
bound performance indicator with respect to system utilization.

Each task requests a× b resource entities (which is considered a product of numbers for the strategies that
allow allocation of irregular regions –UDFlex and Random– and a sub-mesh specification for the other strategies).
a and b are drawn from separate uniform distributions with maximum sizes amax and bmax, respectively.
Figures 3.1(a) and 3.1(b) show system utilization for tasks with {amax = 4, bmax = 4} and {amax = 16, bmax =
16}, respectively. In both cases the increased flexibility of allocating irregular regions reduces fragmentation
and increases the utilization of system resources when compared to sub-mesh allocation. We note that the
advantage of allocating irregular regions is even more pronounced for the larger task sizes. A study of the torus
topology gave similar results as for mesh.

3.2. Performance Impact From Traffic Isolation: Unicast Packets. Traffic isolation is the main
property a virtualized system must achieve. In such a situation, traffic from one domain is not allowed to
traverse other domains. To see the performance effects of a non-isolated traffic situation, we compare different
routing algorithms and their behavior in a 8 × 8 mesh split into two domains (see Figure 3.2).

Fig. 3.2. Domains evaluated for traffic isolation on a 8 × 8 mesh.

The first domain consists of the top-right 4× 4 sub-mesh. This domain is tested with no traffic load (this is
plotted as “no load” in the figures) and with a congested situation (this is plotted as “with load” in the figures).
The remaining network belongs to a second domain where we inject the full range of traffic from low load to
saturation. We have evaluated the following routing algorithms: DOR, SRh and Up*/Down*. Recall that DOR
can not sustain routing containment in an irregular topology, so it can not prevent interference between both
domains. For SRh and Up*/Down*, however, traffic is isolated within the domains. In all the evaluations
wormhole switching is assumed.

In Figure 3.3.a we can observe the effects on performance when traffic isolation is not enforced by the routing
algorithm. When using DOR there are many packets that must traverse the congested domain (top-right 4× 4
sub-mesh). As can be seen, network throughput dramatically drops to 0.07 flits/IP. In the absence of traffic in
the sub-mesh, network throughput would achieve 0.11 flits/IP, instead. Note that SRh and Up*/Down* (see
Figure 3.3.b) which enforce traffic containment do achieve such throughput numbers even in the presence of
congestion in the sub-mesh. In an isolated system, packets do not cross domains and are thus not affected by
the congested traffic.

Delay is also observed in Figure 3.4 to be significantly greater when traffic is routed with DOR. When the
small domain is congested, average packet latency for the large domain is one order of magnitude higher (when
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Fig. 3.3. Performance impact from traffic isolation. Network throughput for an 8 × 8 mesh.
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Fig. 3.4. Performance impact from traffic isolation. Network latency for an 8 × 8 mesh.

compared with the case that the small domain has no traffic). On the other hand, packet latency is much lower
for SRh and Up*/Down*. With DOR, every packet that crosses the congested domain also gets congested, thus
extending the congestion to both domains.

3.3. Broadcast and Coherency Domains Analysis. As previously stated, it is desirable for a vir-
tualized system to provide a broadcast mechanism bounded to the domains in which the NoC is partitioned.
Unbounded broadcast actions affect the overall network performance and thus may be prone to congestion and
undesirable effects (mainly increased packet latency).

For this evaluation, two configurations were used. In the first configuration the entire NoC, a 8× 8 mesh, is
used with no domain definition, therefore, a broadcast floods the entire network. In the second configuration,
however, the mesh is divided into four domains as depicted in Figure 3.5, and a broadcast is initiated within
each domain. In the latter case, each broadcast only floods the domain where it was issued. The four broadcasts
are issued at the same time from different nodes (9, 30, 36 and 59). The performance has been evaluated both
with no background traffic present in the network and with unicast background traffic, randomly distributed
within its domain. In each scenario the broadcast latency is measured from the time the broadcast is initiated
to the time the last end-node received the message header (i. e. all broadcast actions are finished).

Figure 3.6 shows the results. The first and second columns show the broadcast latency for both the
configurations under study when no background traffic is injected. The third and fourth columns show results
for both configurations with background traffic. As can be observed, when uniform background traffic is
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Fig. 3.5. A 8 × 8 mesh divided in 4 domains for bounded broadcast performance evaluation.

present in the network, using broadcast domains significantly improves the overall performance of the network.
In particular, when broadcast domains are used, 239 cycles are required to handle the four broadcasts, whereas
17273 cycles are needed when no broadcast boundaries are used.

Fig. 3.6. Effect on latency in a 8 × 8 mesh with and without broadcast domains.

3.4. Yield and Connectivity Analysis. The potential improvements in yield by taking yield into ac-
count at the routing level is obtained by increasing connectivity for a NoC with faults and thus the number of us-
able / routable cores within a NoC. When analyzing yield and connectivity it is important that the chip remains
connected and deadlock free. If neither of these conditions are met then we assume that the chip is defective.
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Both the CDG-F and DOR-F methods were tested. For the CDG-F method, an initial channel dependency
graph for the given mesh size using DOR-YX routing, without any faults is computed. The desired number of
faults is drawn from a random distribution, and for each fault new channel dependencies are added and removed
as described in Figure 2.4(b). Dependencies are added to the channel dependency graph as long as it does not
introduce a cycle. Once a cycle is found, the chip is assumed to be deadlock-prone and unusable.

Next, a routing-connectivity check is run and involves checking the path from each source to each destination
within the chip. The computation of routing paths is based on the channel dependency graph and details whether
or not the routing function is connected for a given set of faults. Note that even though there may be physical
connectivity on the chip there may not be routing-connectivity. This can be a result of turns that may result in
deadlock if such new turns are introduced. We only consider chips where the tiles have physical connectivity.

For the DOR-F method the connectivity is analyzed as described in Figure 2.4(a). The DOR-F method will
always maintain routing connectivity at an extreme cost associated with switching off processing nodes within
tiles.

We analyzed the difference between the two methods (DOR-F and CDG-F). The goal was to draw an
over-all picture of the yield situation to see which of the two methods provide the overall highest number of
routable (usable) tiles. The answer to this question is shown in Figure 3.7.

Figure 3.7 shows the percentage of tiles that are connected and thus usable / routable for mesh sizes 5 × 5
and 7 × 7. Common amongst both plots is the fact that the CDG-F method out-performs the DOR-F for a
single fault. With smaller network sizes, CDG-F outperforms DOR-F by a significant margin, and we see the
performance cross over point, where both methods exhibit the same performance, in the 7 × 7 mesh after the
occurrence of five faults. For increasing sizes of networks, greater than 7 × 7, the DOR-F method outperforms
the CDG-F method after two faults.
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Fig. 3.7. The percentage of connected and thus usable cores plotted against an increasing number of faults.

These graphs represent the connectivity yield of chips against an increasing number of faults and may be
of interest to high volume NoC manufacturers when deciding to adopt a given yield-aware routing strategy.

Manufacturers may already be in a position to anticipate a product-line of certain sizes and ranges but it
is unlikely that the exact details of how larger multicore chips will be manufactured has yet been decided.

For situations where only ports within a router have faults, then the interconnect failure can be seen as a
link failure, and [23] have detailed how link failures can be handled in mesh networks.

4. Conclusion. Networks on Chip is still a new research area, and many problems are still to be solved.
In this paper we have concentrated on three central problem areas, namely power consumption, increasing
production yield by utilizing the functional parts of faulty chips, and performance as a measurement of resource
utilization. Our position is that these problems can be resolved using virtualization techniques.

The research that is needed to leverage the potential of NoC will be across several fronts: New and flex-
ible routing algorithms that support virtualization need to be developed. We demonstrated how DOR and
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Up*/Down* have very different properties with respect to fragmentation under the requirement of routing
containment, and we believe that routing algorithms specifically designed for this purpose will be beneficial.

Furthermore, the concept of fault tolerance in on-chip interconnection networks will take on another flavor,
as permanent faults on a chip need to be handled with mechanisms that require very little area. Mechanisms
that need complex protocols or extra routing tables are therefore of limited interest.

Finally, whereas earlier work on power aware routing has focused on turning off or reducing the bandwidth
of links as traffic is reduced, we are now facing a situation where several of the cores on the chip may be turned
off. This is a new situation in the sense that where previous methods needed to react to traffic fluctuations over
which they had very limited control, we can now develop methods for power-aware routing under the assumption
that, to some extent, we can control which cores are to be turned off. This gives an added flexibility in the way
we handle the inherent planning of problems with sleep/wake-up cycles.

The intention of this paper is not to provide complete solutions to the problems we address. Rather, we
have explained the properties of these problems, quantified some of them through simulations, and explained
and demonstrated how virtualization shows promise as a unifying solution to all of them.

REFERENCES

[1] Y. Hoskote, S. Vangal, A. Singh, N. Borkar, and S. Borkar: A 5-GHz Mesh Interconnect for a Teraflops Processor. In
IEEE Micro Magazine, Sept-Oct. 2007, pp. 51-61.

[2] J. A. Kahle, M. N. Day, H. P. Hofstee, C. R. Johns, T. R. Maeurer, and D. Shippy: Introduction to the Cell
multiprocessor. IBM Journal of Research and Development, vol. 49, no. 4/5, 2005.

[3] InfiniBand Trade Association: InfiniBand Architecture Specification version 1.2. http://www.infinibandta.org/specs

2004.
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