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A QOS-BASED FRAMEWORK FOR THE ADAPTATION OF SERVICE-BASED SYSTEMS

RAFFAELA MIRANDOLA∗AND PASQUALINA POTENA†

Abstract. Since a system may require dynamic adaptation for several reasons (e.g., a new version may be available and a
new functionality or a different level of quality of service) it should be possible to dynamically adapt a service-based system in an
automated manner. In this paper we give a general overview of the main components of a framework, based on an optimization
model, that dynamically adapts a service based system (i.e., both the structural and behavioral software and hardware architecture)
while minimizing the adaptation costs and guaranteeing a required level of the system qualities. Adaptation actions can be triggered
both by a user request and/or automatically after the runtime violation of system quality constraints, or the appearing/disappearing
of services into the environment. In this paper we provide also a deeper discussion of the optimization model that is the core of
the framework by providing an example of instantiation of the model together with a first experimentation.
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1. Introduction. Due to the frequent changes required to software after its release, the development
processes are rapidly going towards small effort dedicated to the early phases and large effort for the after-
deployment phases. Since a system may require dynamic adaptation for several reasons, such service evolution
(e.g., a new version may be available), hardware volatility (e.g., network quality changes) and varying users
demands requiring new requirements (e.g., a new functionality or a different level of quality of service) it should
be possible to dynamically adapt a service-based system in an automated manner. An application should
be self-adaptive in order to automatically and autonomously adapt its behavior to respond to changes. For
example, in the pervasive computing domain [13], an application should be context-aware self-adaptive, i.e.,
the context capturing the notion of information about the physical environment should trigger certain changes.
The switch from a Wifi network to a GSM one could, for example, be require (survey on context-aware systems
can be found in [13, 24, 35, 39]).

In this paper we introduce a framework, based on an optimization model, that dynamically adapts a Service-
Based System (SBS) while minimizing the adaptation costs and guaranteeing a required level of the system
qualities. Adaptation actions can be triggered both by a user request and by an automatic request raised
after the runtime violation of system quality constraints, or the appearing/disappearing of services into the
environment. In particular, in this paper we give a general overview of the main components of the framework
by providing a deeper discussion of the optimization model that is the core of the framework.

Specifically, to modify the software structure the framework replaces existing software services with different
available instances and embeds into the system new software services if necessary. With respect to changes in
the system behavior it modifies the system scenarios (expressed, for example, as UML Sequence Diagrams)
by removing or introducing interaction(s) between existing services and between these latter and new services.
Finally, to modify the hardware architecture it may re-deploy (deploy) existing/new services on the hardware
nodes. Furthermore, it may improve (adopt new) hardware resources (e.g., CPU, disk, memory, etc) and modify
the interaction between hardware nodes (e.g., introducing a new link). Note that, these hardware improvements
can be done only if the service belongs to the application developers or from the provider itself when composing
some complex SBSs.

This paper extends the work in [30] by providing a more detailed presentation of the framework. In
particular, we provide a deeper discussion for the example of instantiation of the model by providing a first
numerical experimentation.

The paper is organized as follows: Section 2 introduces related work and discusses the novelty of our con-
tribution; in Section 3 we introduce our framework; in Section 4 we provide the formulation of the optimization
model that represents the core of our framework; in Section 5 we provide an example of instantiation of the
model together with a first experimentation; conclusions are presented in Section 6.

2. Related Work. A wide range of approaches and frameworks for adaptation have been proposed (see
surveys [4, 14, 21]). Most of them typically adapt a system by (i) service selection (see, for example, [9, 10, 34]
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†Università degli Studi di Bergamo, Dipartimento di Ingegneria dell’Informazione e Metodi Matematici, Viale Marconi, 5,
Dalmine (BG), 24044 Italy (pasqualina.potena@unibg.it).

63



64 R. Mirandola and P. Potena

detailed below), (ii) parametrization (see, for example, [8]) or (iii) exploiting the inherent redundancy of the
SOA environment (see, for example, [17]).

Paper [9] presents a runtime selection of services composing a web service while satisfying QoS constraints,
maximizing some QoS (e.g., reliability) and minimizing other attributes, such as the price. It leverages both on
formulas for estimating QoS attributes with respect to some workflow constructs (i.e., sequence, switch, flow
and loop) and genetic algorithms for solving the problem.

In [34] an approach for supporting the service selection driven by QoS attributes is presented. It enhances
the classical service scenario (i.e., consumer, provider and registers) by assuming that the service register stores,
apart from the information of the services (e.g., QoS data and interfaces), information about services usage and
service trees. A service tree is a binary search tree generated by adding a node for each service that could be
selected by the customer. Each node is labeled with the service score, which is defined as the weighted sum
of the qualities of the service. A service score could be updated, for example, if the service receives a good
feedback from other consumers. The algorithm for building the service tree and for updating and selecting
(or re-selecting) the best service is presented. In fact, a service could be re-selected, for example, if either the
currently selected service is not available or the QoS of the service changes.

In [10] it is presented an approach for the self-adaption of a SOA system in order to meet reliability
and availability requirements while dynamically changing the environment. The approach allows adopting
simultaneously (for different users, but also for different requests generated by the same user) adaptation
actions based on the service selection and architecture selection.

In [19] an approach supporting the impact of the replacement of a service on other services is presented
(e.g., how the change of a service provider impact on the other services). It is based on workflow patterns and
on the value of changed information [18] for sequence and different parallel pattern scenarios.

Our framework takes advantage of the use of monitoring technique, using approaches like the ones detailed
below.

In [31] the VieDAME (Vienna Dynamic Adaptation and Monitoring Environment forWS-BPEL) tool is
introduced. It supports the monitoring of BPEL processes according to certain QoS criteria and the replacement
of a service with one of its available functional equivalent alternatives. Moreover, it allows the handling of
interface mismatches at a SOAP message level.

In [6] an approach for the dynamic monitoring and recovery of BPEL processes is introduced. The monitor-
ing exploits WSCoL (Web Service Constraint Language), whereas the recovering is implemented by introducing
WSReL (Web Service Reaction Language) providing a library of atomic actions that can be combined to create
reaction strategies, which are activated whenever an anomaly is discovered by the monitoring. An implemen-
tation of the approach is proposed using AOP techniques to activate both dynamic monitoring and recovery
during process execution.

Lodi et al. [27] describe a QoS-aware middleware that can be included in application servers in order to
implement Service Level Agreement (SLA)-driven clustering of servers. The middleware operates by dynami-
cally configuring, monitoring and balancing the load among different servers, in order to provide strong QoS
guarantees despite high variability in the request rates.

In order to adapt a system, for example, while changing the requirements (e.g., new functionalities could
be claimed or a different level of quality of service), it might be necessary to modify the structure of the
service composition, e.g., new services have to be embedded into the system and the interactions between
existing services have to be changed for assuring a certain level for the system qualities. An application should
automatically and autonomously adapt its behavior (i.e., its service composition) to respond to changes under
the guide of the system qualities.

Some frameworks have been introduced for dynamically generating a service composition, e.g., [36] surveys
automated web service composition methods. Usually they adapt a system only in a proactive way, after
the adaptation request triggered by a user. These frameworks support the service selection with respect to a
service composition defined by the user (see, for example, the VRESCo runtime environment [37] where a user
can require a service composition satisfying quality constraints) or choose the service composition, which they
have generated together with a finite set of other candidates, that better fulfills the required quality (see, for
example, [11], where it is presented a framework composing services at run time for answering a user query
and the survey [21] where it is defined a service composition middleware model describing the existing service
composition middleware in pervasive environments).

In our view, a service composition should be dynamically generated, other than after a user request, sponta-
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neously by the application itself. The spontaneous service composition is typically not supported by the existing
frameworks, such as the ones for pervasive environments (see survey [21]) where instead it should be one of the
fundamental properties of an application. In [22] a spontaneous service integrator middleware is presented sup-
porting the extension of system functionalities by integrating new services appearing into the environment with
existing services. Moreover, it supports the spontaneous service selection while services appear (disappear) into
the environment. For the selection activity the authors uses a metric measuring the degree of non-functional
QoS similarities between two equivalent syntactic or semantic services.

They do not consider the impact of replacing a service on the quality of the whole system. Moreover, they
do not consider the possibility of replacing also the other system elementary services, i.e., the service selection
with respect to all services. As opposite, our framework supports the spontaneous adaptation of the hardware
and structural and behavioral software architecture if system quality constraints are violated at run time or
services appear (disappear) in the environment. Our framework, based on an optimization model, minimizes
also the cost of adapting the system while assuring a required level of the system qualities.

The system quality depends, both on the software features, and on the hardware features. A set of software
adaptation actions may differ for the system quality achieved after their application while changing the hardware
structure. In fact, for example, the replacement of a service with a certain instance may be a good decision for
the system reliability, but at the same time it could increase the system response time because of the execution
time of the instance, which, in this case, may be decreased by modifying the characteristics of the hardware
resources (e.g., CPU, disk, memory, network throughput, etc). Therefore, an application should automatically
and autonomously adapt, other than its software behavior, its hardware architecture to respond to changes,
whenever this is possible.

Novelty of our approach

With respect to existing approaches, the following major aspects characterize the novelty of the proposed
method:

• This is one of the few papers (to the best of our knowledge our previous work is the first [30]) introducing
a dynamic self-adaptive framework supporting both the software (including both static and dynamic
models) and hardware architecture adaptation using an optimization model minimizing the adaptation
costs and assuring a required level of the system qualities.

• Adaptation actions can be triggered both by users, for example, claiming the introduction of new
functional (non-functional) requirements or changing already implemented system functionalities (non-
functional requirements satisfaction) and spontaneously by the framework itself after the runtime vio-
lation of system quality constraints or the appearing/disappearing of services into the environment.

• The proposed approach is general and does not rely on specific architectural style, development process
or service application domain. It could be specialized with respect to the application domain chosen.
For example, it could be enhanced to support the context-aware property of the pervasive systems
exploiting the properties discussed in [4].

• The proposed optimization model is independent from the methodology adopted to represent system
architectural models and from the strategy used to generate the adaptation plans for each adaptation
requirement. In fact, we assume that each scenario of a functionality offered by the system is represented
by an UML Sequence Diagram. However, since our model uses as parameters of a scenario the number
of busy periods of an elementary element (see Section 5), a scenario could be represented with whatever
notation that permits to describe the system scenarios (e.g., the Message Sequence Charts, MSCs [2],
or the UML Collaboration Diagrams).

• Our framework can facilitate the work of a software engineer. In fact, a user does not have to insert as
input value architectures satisfying all changes required, but possible sets of (software and hardware)
adaptation actions (called adaptation plans) for each new requirement (called adaptation requirement),
which he/she want to implement. When the computation time becomes too big, e.g., while increasing
the number of adaptation plans, the adoption of metaheuristic techniques possibly combined with the
introductions of dependencies between adaptations plans of different adaptation requirements could
allow the reduction of the research space.

3. Framework. Figure 3.1 depicts the main modules of our framework. The framework, based on an
optimization model (generated and solved by the Generator and Evaluator module), dynamically adapts a
service based system (by changing software and hardware features by means of the Executor module) while
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minimizing the adaptation costs and guaranteeing a required level of the system qualities. Adaptation actions
can be triggered both by requests of a user (which can be defined using the User Requests Manager module that
can also interact with the Monitor to know if the system quality constraint are violated by the current runtime
system) and/or automatically by the framework itself (after it receives alerts from the Monitor using probes
for monitoring the system and interacting with services repositories by means of the Provider Info module).

Fig. 3.1. The Adaptation Framework

3.1. Software Models Creator. Goal of the Software Models Creator is to generate system models
(e.g., component diagram, sequence diagrams and deployment diagram), from the system implementation (by
assuring consistency between the architecture and implementation [33]) or by modifying the existing models as
suggested by the Generator and Evaluator module. The optimization model, generated and solved by the Gen-
erator and Evaluator module, is independent from the methodology adopted to represent system architectural
models and from the strategy used to generate the adaptation plans for each adaptation requirement.

3.2. User Requests Manager. A user can use the User Requests Manager module to make adaptation
requests. He/She may claim the introduction of new services offered by the system and modify the dynamics
of existing services 1. Furthermore, he/she may either require a value threshold (e.g., as lower bound) for
a new system quality or modify the value threshold for an already required system quality. Before making
his/her requests, the user can know (by means of the module Monitor interacting with the User Requests
Manager) if there are requirements violated by the current runtime system. For each adaptation requirement,
the User Requests Manager allows users to annotate the software architecture diagrams for defining different
set of adaptation actions able to guarantee this new requirement.

In order to keep as simple as possible the modeling aspects of our work, we assume that plans of different
adaptation requirements are independent from each other, namely the modifications claimed by a plan do not
comprise both the satisfaction of the existing functional requirements, and the application of plans for other
adaptation requirements. We intend to work for relaxing such a assumption. To this extent, we are investigating
how to enhance the framework using the guidelines of the existing tools (like the CoDesign tool [5]) allowing
architects geographically distributed to cooperate in order to design a system.

A software adaptation plan may suggest how to change both the structure and the behavior of a system.
Specifically, to modify the system structure it suggests how to replace existing software services with different
available instances and if the adoption of new software services is necessary. With respect to changes in the
system behavior it may suggest how to modify the system scenarios (expressed, for example, as UML Sequence
Diagrams) by removing or introducing interaction(s) between existing services and between these latter and
new services.

1Throughout the paper, the services offered by the system will be named external services.
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To define the software adaptation plans, for example, initial solutions based on the use of meta-heuristic
techniques can be found in [28]. In fact, in [28] it is suggested how to explore the design space for generating
architecture candidates with required performance features. It is basically based on two methods executed in
parallel for generating the best architectural candidates from a (some) architecture(s) fulfilling the functional
requirements. The first one uses the classic metaheuristic search techniques [7], whereas the second one uses
specific knowledge of the performance analysis to specifically solve performance problems in current candidates.
As last step, a detailed performance simulation is executed for the best architecture candidates.

To generate software adaptation plans for non-functional requirements several approaches can be adopted,
for example, looking for “architecture bad smells”, i.e., recurring software designs solutions that negatively
impact software quality [15] and/or the application of architectural tactics, i.e., reusable architectural building
blocks that provide a generic solution to address issues pertaining to quality attributes [25].

Finally, for each adaptation requirement, the User Requests Manager allows users to annotate the hardware
architecture diagrams to suggest also hardware architecture changes (such as how to deploy existing/new services
and if adopt new hardware nodes or links). For example, if he/she is a service provider, in order to improve the
system response time he/she could suggest to try to improve its hardware resources (e.g., CPU, disk, etc.).

3.3. Monitor. Goal of the Monitor is to monitor the system at runtime and raise the violation of non-
functional requirements, e.g., the system reliability is under the minimum level required. Moreover, it claims
the appearing/disappearing of services in the environment by interacting with service repositories managed by
service providers. Such repositories are accessed by interacting with the Provider Info module.

For implementing such a module the guidelines of the several approaches presented in literature leveraging
on monitoring technique can be used (e.g., [27, 31, 41]).

Moreover, the monitor could continually measure the QoS attributes of the services (see, for example, the
monitor used in [37] ) or the providers could improve the estimate of the services non-functional property by
monitoring them e.g., as suggested in [29], the providers monitor the resources utilization as client applications
access them, and dynamically adjust the advertised average service times as better estimates are computed.

3.4. Provider Info. Goal of the Provider Info module is to allow accessing the service repositories man-
aged by service providers (or by the brokers). These latter ones can use such a module to notify possible
hardware changes that could be performed (e.g. possible deployments/re-deployments of services, how can be
improved hardware resources, such as CPU, disk, etc.). By using such information the framework automati-
cally suggests additional hardware actions by introducing variables and constraints in the optimization model
generated and solved by the Generator and Evaluator module.

Fig. 3.2. The Generator and Evaluator module and its environment

3.5. Generator and Evaluator. Figure 3.2 shows the Generator and Evaluator module within its work-
ing environment. It is made of two components, which are a Model builder and a Model solver.
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The Model builder after receiving either adaptation requests from the user (by means of the User Requests
Manager module) or alerts from the Monitor generates the optimization model in the format accepted from
the solver (e.g., LINGO [1]).
The user defines adaptations plans for each new requirement, whereas if the Model builder gets alerts from the
Monitor about the violation of non-functional requirements, it itself generates a set of adaptation plans for each
non-fulfilled requirement using the Software/Hardware Actions for Quality Constraints module. Such a module
is a repository of software and hardware adaptations actions that may be used for improving the system qualities
(e.g. general solutions as the architectural tactics or software/hardware actions defined by the system maintainer
based on his/her experiences). Instead, if the Monitor notifies the appearing (disappearing) of services in the
environment, the Model builder generates the optimization model for finding the best service selection actions
while minimizing the replacement costs and guaranteeing a certain level for the system qualities. Note that the
framework could be enhanced for generating adaptation plans also for each non-functional requirement of the
system.

The Model solver processes the optimization model received from the builder and produces the results,
that consists in a set of software and hardware adaptation actions. It suggests how to adapt both the static
and dynamic software architecture and the hardware architecture. The combined use with the Software Models
Creator module generates the new software (hardware) architectural models (e.g. component, sequence and
deployment diagrams).

The framework could be enhanced for supporting the service level agreement (re-)negotiation, for example,
if there is not a configuration of services able to guarantee the required system quality.

3.6. Executor. Goal of Executor module is to implement the adaptation actions suggested by the module
Generator and Evaluator, i.e., it implements the system as described by the new software (hardware) diagrams
defined by the optimization model. To this extent, existing guidelines of the approaches supporting the dynamic
service invocation (e.g. [26]) and the ones for dynamically adapting the system behavior (e.g. the context-
oriented programming [20]) could be exploited.

4. Optimization Model Formulation. In this section we introduce the general formulation of the model,
that is generated and solved by the Generator and Evaluator module, aimed at finding the optimal set of
adaptation actions needed to tackle required changes to the software and hardware architecture of a service
based system. “Optimal” is here intended as the actions that incur in a minimum cost while guaranteeing a
required level of a number Q of quality attributes (such as response time, availability, etc.) for the whole system.

Since our model may support different service application domain, we adopt a general definition of soft-
ware service: it is a self-contained deployable software module containing data and operations, which pro-
vides/requires services to/from other elementary elements. A service instance is a specific implementation of a
service.

Through the composition of its n software services, the system offers external services to users. Let us
assume that for each external service we dispose of a diagram (e.g. a UML Sequence Diagram (SD)) describing
its dynamics in terms of interactions that take place between software services to provide the external service.
Let us also assume that we dispose of SDs for external services that are not active in the current system
implementation, but they can be activated to satisfy new requirements.

Let si be the i-th service (1 ≤ i ≤ n).
Let K be the total number of SDs, i.e., the ones related to active external services plus the ones related to

external services that may be introduced.
Let pexeck be the probability that the k-th system functionality will be invoked. It must hold: pexeck ≥ 0

for all k = 1 . . .K and
∑K

k=1 pexeck = 1. This information can be synthesized from the operational profile [32]2.
It is obvious that for a non-active functionality k we get pexeck = 0.

Getting User Requests - An user adaptation scenario is a set of new requirements to be satisfied, which
are claimed by the user. The new requirements are: (i) a new functional requirement, i.e., either introducing
a new external service or modifying the dynamics of an existing external service; (ii) a new non-functional
requirement, i.e., either requiring a value threshold (e.g. as lower bound) for a new system quality or modifying
the value threshold for an already required system quality.

2Note that such assumption might be not realistic in all cases the operational profile may be not (fully) available. However,
in such cases the domain knowledge and the information provided by the software architecture could be used for estimating it, as
suggested for example in [38].
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In order to introduce a new external service one of the SDs that are not active must be activated, namely
it enters the set of SDs that contribute to the costs, reliability, response time etc. of the whole software
architecture. In order to modify the dynamics of an existing external service certain interactions of the SD
related to the service have to be added/removed. Finally, to introduce (modify) new/existing non-functional
requirements certain interactions of the SDs may be added/removed, for example, by following the guidelines
of the “architectural tactics” (see Section 3).

Getting Alerts by the Monitor - An alert raised by the Monitor can claim: (i) the violation of a non-functional
requirement, e.g. the system reliability is under the minimum level required; (ii) the appearing/disappearing of
a service in the environment.

In order to satisfy either the new requirements required by the user or exploit the alerts raised by the
Monitor some adaptation actions have to be performed. The user defines adaptation plans for each requirement,
whereas the framework itself defines adaptation plans when it gets alerts about the violation of non-functional
constraints. An adaptation plan is a set of actions modifying the static and dynamic structure of the software
architecture and the hardware architecture to (exploit a certain alert) address a certain requirement. Obviously,
for each requirement (alert) several adaptation plans may be available. Since they suggest different adaptation
actions, they may differ for adaptation cost and/or for the system quality achieved after the application of
their actions. Let APr be the set of adaptation plans available for the r-th requirement in the user adaptation
scenario (the r-th alert raised by the Monitor)3.

We consider the following software adaptation actions:

1. Introducing new software service: An adaptation action may suggest to embed into the system one or
more new software services 4. We call NewS the set of new available services (accessed by the Provider
Info module) that can provide different functionalities, whereas newsh represents the h-th service of
NewS.

2. Replacing existing service instances with functionally equivalent ones : An adaptation action may suggest
to replace a software service with one of additional instances available for it (e.g. a web service available
in the market). We assume that the additional instances available for the service si are functionally
compliant with it, i.e., each instance provides at least all services provided by si and requires at most all
services required by si

5. The instances may differ from si for cost and quality attribute (e.g. reliability
and response time). We call Availi the set of instances available for the si, while sij is the j-th instance
of Availi.

3. Modifying the interactions between software services in a certain external service: An adaptation action
may suggest to modify the system dynamics by introducing/removing interactions between software
services within a certain external service.

The system quality depends on the hardware features other than on the software features. In fact, a set of
software adaptation actions may differ for the system quality achieved after the application of their actions while
changing the hardware structure (e.g. the system response time may decrease while improving the processing
capacity of a hardware node). Since the services are not acquired in terms of their binaries and/or source code,
but they are simply used while they run within their own execution environment (that is not necessarily under
the control of the system using them), hardware changes can be suggested by the service providers. To this
extent, these latter can insert such information by means of the User Requests Manager module while requiring
adaptation requirements and notify them by means of the Provider Info module.

In the following we discuss possible hardware adaptation actions.

• Defining the deployment of software service on hardware nodes : An adaptation action may suggest how
to re-deploy existing services and/or deploy the new ones on the hardware nodes.

• Introducing hardware resources : An adaptation action may suggest to embed into the system one or
more new hardware resources, e.g. a new hardware node where to deploy the services6.

• Modifying hardware resources: An adaptation action may suggest to modify the characteristics of the
underlying hardware resources (e.g. CPU, disk, memory, network throughput, etc).

3In the remainder of the paper a plan p ∈ APr is also called aprp.
4Note that such type of action has to be associated to another action that indicates how this software service interacts with

existing services, therefore it modifies the interactions within certain functionalities (see last type of software action).
5As we have remarked in [12] such an assumption could be relaxed by introducing integration/adaptation costs.
6Note that such type of action has to be associated to another action that indicates how this node interacts with existing nodes

(see last type of hardware action).
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Table 4.1

Example of adaptation plans

Requirement ID Adaptation
Plan ID

Adaptation Plan De-
scription

req1 ap11 Replacing s3 with its
first instance AND Re-

placing s4 with its sec-
ond instance

ap12 Adding a new service
news2

req2 ap21 Replacing s2 with its

first instance

ap22 Adding a new service

news1 AND Replacing
s5 with its first intance

ap23 Adding a new service
news2

• Modifying the interactions between hardware nodes : An adaptation action may suggest to introduce/re-
move connection links between hardware nodes.

It is obvious that any combination of such software and hardware adaptation actions may have a considerable
impact on the cost and quality of the system. Therefore, our optimization model aims at quantifying such impact
to suggest the best adaptation plans that still minimize the costs while satisfying the quality constraints defined
according to the quality properties of interest. These latter predict the quality of the system after the adaptation
phase, i.e., after applying the adaptation plans for implementing the new requirements (exploiting the alerts of
the monitors). Therefore, for each non-functional property required for the system (i.e., existing properties or
new ones required by the user) a constraint is defined verifying the impact of the changes on the system quality.

Finally, in order to open the solution space to additional possibilities, it may suggest additional service
replacement actions and hardware actions. In other words, in the optimization model we leave to the solver the
possibility to choose additional service replacement actions and hardware actions that have not been embedded
in any selected plan.

4.1. An example of Output of the optimization model. Let us assume that a user claims two new
requirements for a system composed by five services (i.e., s1, s2, s3, s4 and s5). Through the composition of
these software services, the system offers external services to users. Table 4.1 describes the user adaptation
scenario, where for each new requirement the adaptation plans suggested by the user are reported. For example,
req1 can be managed by either “Replacing s3 with its first instance AND Replacing s4 with its second instance”
(ap11) or “Adding a new service news2”(ap12). For the sake of simplicity, we have used the natural language
for defining the requirements and the adaptation plans.

Let us suppose that to achieve the optimal cost of adaptation and assuring a required level of the system
qualities the optimization model suggests to adopt the following plans: adaptation plan ap12 for the first
requirement and adaptation plan ap22 for the second requirement. In this case, the static structure of the
software architecture, describing dependencies between two services of the system and the behavior of the
system with respect to the external service k̄ would change as shown in Figure 4.1. In particular, the model
could suggest all the replacements of existing services (i.e., sij), as well as the adoption of the new services
news1 and news2. In addition, the model could also suggest to modify the hardware architecture as shown in
Figure 4.2. Note that a new hardware node is introduced and some links are removed or adopted 7.

4.2. Model Variables and Elementary Constraints. The following variables help to select an adap-
tation plan for each requirement of a user adaptation scenario (for each alert raised by the Monitor). For each
requirement r of a user adaptation scenario, exactly one plan must be chosen if it is a functional requirement.
If it is a non-functional requirement it may be not necessary to select one of the plans suggested for it by the
users since for each required quality of the system a constraint, predicting the quality resulting after the adap-
tation phase, is defined. For example, the reliability for the system is assured above a certain threshold without
applying one of the “architectural tactic” suggested by the user. Similarly, for each alert claiming the violation
of non-functional constraints it may be not necessary to select one of the plans generated by the framework
itself.

7In the figures we have marked with bold the modifications brought after the application of the plans and we have put a cross
on the interactions that are removed.
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Fig. 4.1. Resulting static structure and a SD of the system after the application of ap12, ap22

Fig. 4.2. Resulting Hardware Architecture of the example

yrp =







1 if p is the plan chosen for requirement r
(for the alert r) (p ∈ APr)

0 otherwise

The following variables help to select an instance available for the i-th existing service. For each existing
service i still used after the adaptation phase, exactly one instance must be selected.

xij =







1 if the instance j is chosen for the service i
(j ∈ Availi)

0 otherwise

If there are no available instances, we assume that Availi includes the element i itself. In addition, if a plan
is part of the model solution then all instances that it suggests for the existing services have to belong to the
solution.

The following variables help to select the new software services to be introduced.

zh =

{

1 if the service h is chosen (h ∈ NewS)
0 otherwise

Similarly, if a plan is part of the model solution then all new services that it suggests to introduce have to
belong to the solution.

Additional constraints, which can be expressed as contingent decisions [23], may be added for claiming
incompatibility between services due to problems such as technology and licensing.

Different kinds of variables and constraints can be defined to support hardware actions (e.g. variables to
introduce new hardware nodes and links). In the following, for example, we define the variables and discuss
constraints to suggest the deployment of the existing/new services on hardware nodes.

The following variables suggest how to deploy the i-th existing/new service on an hardware node. Each
existing service i, which is still used after the adaptation phase, must be deployed on exactly one node t. If the
new service h is selected, it must be deployed on exactly one node t.

Sit =







1 if the existing/new i-th service
is deployed on node t (t ∈ HN)

0 otherwise
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where HN is the set of hardware nodes. Additional constraints can be defined for existing services that cannot
be re-deployed on a different node for legacy reasons (i.e., their deployment does not have to be modified). Also,
if a plan is part of the model solution then all the mappings of existing/new services on hardware nodes that it
suggests have to belong to the solution. Finally, additional constraints have to be defined to guarantee that a
path exists, i.e., a set of links exists, between two (existing and/or new) interacting services.

4.3. Cost Objective Function and Quality Constraints. We want to adapt a system while minimizing
the adaptation cost under constraints on a number Q of quality attributes (such as response time, availability,
etc.) of the whole system.

Let us suppose that the value of each attribute of any service composing the system after the adaptation
phase depends on the value of parameters u, v and w.

Let u denote the maximum number of software architecture observable parameters, such as the number
average of busy periods (i.e., the number of invocations of the service within a certain SD, and it can be easily
estimated by parsing the diagram and counting the number of activations along its lifeline). Let v represent
the maximum number of hardware observable parameters, e.g. the processing capacity of the node hosting the
service measured, for example, as the number of instructions per time unit that the resource can execute, under
the assumption that all instructions require equal time complete. Finally, let w be the maximum number of
parameters expressing the specific features of its implementation (e.g. the reliability of the instance used for
replacing an existing service).

Let Γkq : ℜu × ℜv × ℜw → ℜ (Γ̄kq : ℜu × ℜv × ℜw → ℜ) be the function that predicts the q-th quality
attribute (1 ≤ q ≤ Q) of an existing/new service from the u, v and w parameters after the adaptation phase
with respect to the k-th external service. For the sake of readability, we introduce here a formulation without
correlations among different quality attributes and services interacting between each other (in Section 6 we
discuss how relaxing such assumptions).
We can represent the value of the q-th quality attribute of the i-th existing service as a function of the decisional
strategy:

θq
ki =

|Availi|
∑

j=1

xijΓkq(λ
q
i1, . . . , λ

q
iu, λ′q

i1, . . . , λ
′q
iv, Λq

ij1, . . . , Λ
q
ijw)

θq
ki is a function of the value of the software architecture observable parameters λq

it’s denoting, for example,
the added/canceled busy periods that the chosen adaptation plans suggest for the service i within the k external
service. θq

ki depends also on the value of the hardware observable parameters λ′q
it ’s, denoting, for example, the

processing capacity of the hardware node, that is suggested by one of the chosen adaptation plans or that could
be one of the additional actions of the model, where the service is deployed after the adaptation phase. Finally,
θq

ki depends also on features Λq
ijt’s indicating, for example, the probability of failure of its selected instance or

the size of the executable file containing this instance after the adaptation phase.
We can represent the value of the q-th quality attribute of the h-th new service as a function of the decisional
strategy:

θ̄q
kh = zhΓ̄kq(λ

q
h1, . . . , λ

q
hu, λ′q

h1, . . . , λ
′q
hv, Λ̄q

h1, . . . , Λ̄
q
hw)

θ̄q
kh is a function of the value of the software architecture observable parameters λq

ht’s denoting, for example,
the number of busy periods that the chosen adaptation plans suggest for the h-th new service within the k-th
external service. θ̄q

kh depends also on the value of the hardware observable parameters λ′q
ht’s, denoting, for

example, the processing capacity of the hardware node, that is suggested by one of the chosen adaptation
plans or that could be one of the additional actions of the model, where the service is deployed after that the
adaptation phase. Finally, θ̄q

kh depends also on features Λ̄q
hw’s indicating, for example, the probability of failure

of the service.
Let Gkq : ℜn × ℜ|NewS| → ℜ, with 1 ≤ q ≤ Q, be the function that computes the q-th quality attribute of

the k-th external service as a function of the same attribute of each existing/new service. And let us assume
(without loss of generality) that, for each quality attribute, a threshold value Θq has been required as a lower
bound.
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Let Cost represent the cost function of the whole system depending on the costs of the existing/new services
that we have represented as θ0

i (θ̄0
i ). Different cost models could be used to define Cost, such as it could be as a

function of the cost to replace the existing services, the one to introduce new services and the one for integrating
services. For the sake of readability, we introduce here a formulation without correlation between θ0

i (θ̄0
h) and

the software (hardware) observable parameters. In fact, for example, θ0
i (θ̄0

h) could be a function of the price
charged for each invocation (measured in money per invocation) of the service sij (newsh).

We can summarize the formulation of our optimization model as follows:

minCost(θ0
1 , . . . , θ

0
n, θ̄0

1 , . . . , θ̄
0
|NewS|)

∑

k∈K

pexeck · Gkq(θ
q
k1, . . . , θ

q
kn, θ̄q

k1, . . . , θ̄
q

k|NewS|) ≥ Θq

∀q = 1 . . .Q

Other constraints(e.g., equations

to predict θq
ki’s and θ̄q

kh’s)

5. An instantiation of the model. An example of optimization model instantiation can be found in
our previous work [12], where an optimization model suggests how to change the (structural and behavioral)
software architecture in order to minimize the maintenance cost while guaranteeing a required level of software
reliability. In the following we discuss the cost and the reliability function used in [12] in order to show an
example of application of the functions Cost and Gkq .

The function Cost to be minimized, as the sum of the costs of all the instances selected for the existing

services and the ones for introducing new services is given by: Cost =
∑n

i=1

∑|Availi|
j=1 cijxij +

∑|NewS|
h=1 c̄hzh,

where θ0
i =

∑|Availi|
j=1 cijxij and cij is the cost of the j-th instance available for the service i; θ̄0

h = c̄hzh and
c̄h is the cost to adopt the h-th new service into the system. In [12] we provide suggestions for estimating the
parameters cij and c̄h.

Since we assume that for each external service provided by the system we dispose of a Sequence Diagram,
the reliability of the k-th external service Gkq can be expressed as follows:

Gkq =

n
∏

i=1

(

|Availi|
∑

j=1

xij(1 − Λq
ij1)

λ
q
i1) ·

|NewS|
∏

h=1

(1 − Λ̄q
h1zh)λ

q

h1

Gkq is function of the software parameter observable λq
i1 equals to the number of busy periods that the existing

service i shows in the Sequence Diagram k after the adaptation phase (i.e., after the application of the set of
adaptation plans), and λ′q

h1 equals to the number of busy periods that the new service h shows in the Sequence
Diagram k after the adaptation phase.
The parameter λq

i1 can be expressed as follows:

λq
i1 = bpki +

m
∑

r=1

∑

p∈APr

V BPp(i, k) · yrp

where m is the number of new requirements claimed by the user (alerts raised by the Monitor about the violation
of non-functional constraints). λq

i1 depends on the added/canceled busy periods V BPp(i, k) 8 that the chosen
adaptation plans for the adaptation requirements suggest for the service i within the k-th external service. bpki

is the number of busy periods that the service i shows in the Sequence Diagram k before the adaptation phase.
The parameter λq

h1 can be expressed as follows:

λq
h1 =

m
∑

r=1

∑

p∈APr

BPp(h, k) · yrp

λq
h1 depends on the number of busy periods BPp(h, k) that the chosen adaptation plans suggest for the h-th

8V BPp is a n × K matrix, where an element V BPp(i, k) represents the variation of the number of busy periods of the i-th
existing service in the k-th external service. Note that if p suggests to remove interactions then V BPp(i, k) is a negative number.
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Table 5.1

Parameters of the available instances for the existing services.

Service Service Cost Prob. of fail. Num. of busy in
ID alternatives cij on demand θij scen. k̄ bpk̄i

s1 s11 8 0.008 1
s12 10 0.0009
s13 14 0.00001

s2 s21 5 0.004 3
s22 10 0.0002

s3 s31 7 0.008 2
s32 10 0.0004

s4 s41 6 0.009 2
s42 11 0.008
s43 13 0.0001

s5 s51 7 0.008 2
s52 10 0.0001
s53 12 0.000003

Table 5.2

Parameters of the new services available.

Service Cost Prob. of fail.
ID c̄i on demand θ̄i

news1 7 0.00003
news2 5 0.000002
news3 4 0.00006
news4 7 0.005

new service within the k-th external service.
Finally, Gkq depends also on the probability of failure on demand Λq

ij1 of the j-th instance available for the

service i and the probability of failure on demand Λ̄q
h1 of the new service h.

An example of application of the model

In order to show the practical usage of our optimization model we have applied the optimization model
to the example considered in Section 4.1. We have solved the optimization model with respect to different
configurations of the system for multiple values of the reliability bound R. For the sake of space we do not detail
the results of all experiments that we have performed. We have observed several aspects that our model is able
to capture and quantify, such as the choice to either keeping or replacing a service and how it helps to combine
(and, in general, to reason about) the decisions to be taken for each requirement. A deeper experimentation of
the application of an instantiation of the optimization model for a smartphone mobile application can be found
in [12].

In the following we report a sample of configuration of the system for the example considered in Section
4.1.

Table 5.1 shows the parameter values of the available instances for the existing services, likewise Table 5.2
does for the new services that can be adopted into the system.

The second column of Table 5.1 lists, for each existing service, the set of alternatives. For each alternative:
the buying cost cij (in KiloEuros, KE) is given in the third column, the probability of failure on demand θij is
given in the fourth column, the number of busy periods bpk̄i that the service i shows in the scenario k̄ is given
in the fifth column.

The first column of Table 5.2 lists the new services available. For each new service: the buying cost c̄i (in
KiloEuros, KE) is given in the second column and the probability of failure on demand θ̄i is given in the third
column.

Tables 5.3 and 5.4 summarize how the adaptation plans available for each requirement suggest to change
the system behavior, i.e., to remove(introduce) interaction(s) between existing units and between these latter
and new units, with respect to the external service k̄.

The first column of Table 5.3 lists the existing services. For each service i: the variation of the number
of busy periods V BPp(i, k̄) that the adaptation plans available for the first requirement (i.e., ap11 and ap12)
suggest for the service i in the scenario k̄ is given in the third column; the variation of the number of busy
periods V BPp(i, k̄) that the adapation plans available for the second requirement (i.e., ap21, ap22 and ap23)
suggest for the service i in the scenario k̄ is given in the fifth column.

The first column of Table 5.4 lists the name of the new services available. For each service h: the number of
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Table 5.3

Variation of the number of busy periods of the existing services with respect to the adapation plans.

Service Adaptation Value Adaptation Value
ID Plan ID ap1p for the scenario k̄ V BPp(i, k̄) Plan ID ap2p for the scenario k̄ V BPp(i, k̄)
s1 ap11 0 ap21 0

ap12 0 ap22 0
ap23 0

s2 ap11 0 ap21 0
ap12 0 ap22 0

ap23 0
s3 ap11 0 ap21 0

ap12 0 ap22 0
ap23 0

s4 ap11 -1 ap21 0
ap12 1 ap22 0

ap23 0
s5 ap11 -1 ap21 0

ap12 0 ap22 -1
ap23 1

Table 5.4

Number of busy periods of the new services with respect to the adaptation plans.

Service Adaptation Value Adaptation Value
ID Plan ID ap1p for the scen. k̄ BPp(h, k̄) Plan ID ap2p for the scen. k̄ BPp(h, k̄)

news1 ap11 0 ap21 0
ap12 0 ap22 1

ap23 0
news2 ap11 0 ap21 0

ap12 1 ap22 0
ap23 1

news3 ap11 0 ap21 0
ap12 0 ap22 0

ap23 0
news4 ap11 0 ap21 0

ap12 0 ap22 0
ap23 0

busy periods BPp(h, k̄) that the adaptation plans available for the first requirement (i.e., ap11 and ap12) suggest
for the service h in the scenario k̄ is given in the third column; the number of busy periods BPp(h, k̄) that the
adaptation plans available for the second requirement (i.e., ap21, ap22 and ap23) suggest for the service h in the
scenario k̄ is given in the fifth column.

We have solved the optimization model by varying the reliability bound R. The results highlight, in general,
that the adaptation cost increases when higher reliability thresholds have to be guaranteed.

For example, if R = 0.97 the model provides the following solution [s12, s22, s31, s42, s51] [news1], [ap11,
ap22]. This means that, in order to achieve the optimal cost of adaptation the following plans have to be adopted:
the adaptation plan ap11 for the first requirement and the adaptation plan ap22 for the second requirement.
In addition, all the replacements of existing services (i.e., sij) are specified, as well as the adoption of the new
service news1 is claimed. The adaptation cost is equal to 52 KE, whereas the system reliability is equal to
0.974698.

If we would increase R = 0.98 the model provides the following solution [s12, s21, s32, s43, s52] [news2],
[ap12, ap21]. In order to satisfy the reliability constraint for R = 0.98 a different solution, which is also more
expensive, is suggested. In fact, the adaptation cost is equal to 53 KE, whereas the system reliability is equal
to 0.985874. The two solutions differ also for the instances selected for the existing services and the adaptation
plans suggested for the requirements. If R = 0.97 the model suggests to include news1, whereas if R = 0.98 the
new service news2. The introduction of either news1 or news2, following the plans suggested by the solutions,
would involve different modifications on the structure and the behavior of the system. For example, by applying
the solution for R = 0.97 the existing service s5 would not be used any more after the adaptation phase, whereas
by applying the solution for R = 0.98 the service s5 would be replaced by its second available instance (i.e.,
s52).

Figures 5.1 and 5.2, respectively, show how the static and dynamic structure of the system with respect
to the external service k̄, respectively, change after the application of the adaptation actions suggested by the
solution for R = 0.97 and R = 0.98. In the figures we have marked as bold the modifications brought after the
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Fig. 5.1. Resulting static structure and a SD of the system after the application of ap11, ap22

Fig. 5.2. Resulting static structure and a SD of the system after the application of ap12, ap21

application of the plans and we have put a cross on the interactions (i.e., messages in the Sequence Diagram
and dependencies between services) that are removed.

Finally, if R = 0.99 the model provides the following solution [s13, s22, s32, s43, s51] [news1, news2], [ap12,
ap22]. The adaptation cost is equal to 66 KE, whereas the system reliability is equal to 0.990273. It is necessary
to increase the cost from 53 KE to 66 KE in order to satisfy the reliability constraint. Note that in this case
the model suggest to add both the new service news1 and the new service news2, whereas for R = 0.97 and
R = 0.98, news1 and news2, respectively. The introduction of both news1 or news2, following the plans
suggested by the solutions, would involve different modifications to the structure and behavior of the system.
Figure 4.1 shows how the static and dynamic structure of the system with respect to the external service k̄
change after the application of the adaptation actions suggested by such a solution.

Note that one of two requirement reqr claimed by the user could claim to modify the system in order to
modify (introduce) one or more non-functional requirements at the same time, e.g., to improve the response
time and the availability of the system. Therefore the model can be used to evaluate the tradeoff among the
system reliability and other non-functional requirements (e.g. response time and availability).

6. Conclusion. We have presented a framework, based on an optimization model, that dynamically adapts
both the software and hardware features of a service based system while minimizing the adaptation costs and
guaranteeing a required level of the system qualities. Adaptation actions can be triggered both by a user request
and/or automatically after the runtime violation of system quality constraints, or the appearing/disappearing
of services into the environment. In addition, we have provided an example of instantiation together with a
numerical experimentation. Experiments show that the use of a the proposed method is very helpful to make
decisions during the activity of system adaptation.

We are investigating several future directions, for example, we intend to specialize our framework by enhanc-
ing it for guaranteeing specific properties of a service application domain, such as the context-aware property
of the pervasive systems. In particular, we are implementing a prototype to apply our approach on realistic
examples. We want to instantiate the optimization model by considering different system qualities (e.g. software
reliability, availability, and response time) by enhancing our reliability model. In this direction, we also intend
to take into account dependencies between different quality attributes and dependencies between services. To
this extent, additional constraints may be needed, which can be expressed as contingent decisions [23] and, for
example, the error propagation property [3] for expressing dependencies between failures of services interacting
between each other could be embedded into the reliability model.

Since the adaptation of a single service may impact on the other services the propagation of the changes
along the service composition should be analyzed. We also intend to leverage on several methods that have
been introduced for estimating the propagation of the uncertainty of the model input parameters on the quality
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system (e.g. [40])

In order to solve possible problems due, for example, to the model solution too large computation time we
intend to investigate the use of the meta-heuristic techniques (e.g. the tabu-search algorithm) to improve the
overall model complexity and scalability combined with the simulation techniques [16].

Other interesting research directions we intend to investigate concern the introduction/evaluation of risk
factors associated to user adaptation requirements and the evaluation of dependencies among different require-
ments. Moreover, we intend to introduce dependencies between adaptation plans, by leveraging, for example,
the contingent decisions.
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