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INTRODUCTION TO THE SPECIAL ISSUE ON MODELING AND SIMULATION

APPLICATIONS OF SOFTWARE AGENTS

Dear SCPE readers,

The aim of this Special Issue is to introduce to the readers a selection of papers from the 3rd Workshop on
Applications of Software Agents WASA 2013 in the area of agent-based modelling and simulation. WASA2013
was held in Sinaia, Romania, during October 11-13, 2013. The WASA 2013 workshop was organized within the
framework of the 17th International Conference on System Theory, Control and Computing ICSTCC2013. The
aim of the WASA series of workshops is to contribute to the advancement of technologies and applications of
software agents’ by bridging the gap between the theory and practice of software agents.

15 papers were accepted for presentation at WASA2013. Among them, 3 papers were selected, after further
extension and additional review, for inclusion in this Special Issue on Modeling and Simulation Applications of
Software Agents.

The article Formal Modelling and Simulation of a Multi-Agent Nano-Robotic Drug Delivery System by
Marina Ntika, Petros Kefalas, and Ioanna Stamatopoulou is in the area of agent-based modelling and simulation.
The authors propose an agent-based simulation model for targeted drug delivery with the help of nano-robots.
The simulation model is developed using X-machines, while the simulation itself was achieved using NetLogo.
The paper reports interesting experimental results that were obtain by applying the proposed agent-based
simulation model, thus supporting the usefulness of formal multi-agent system for the better understanding of
collaborative nano-robotic technologies for drug delivery in unhealthy tissues.

The article A System Supporting the Evaluation of the Operational Effectiveness of Naval Tasks Based on
Agent Simulation by Davide Anghinolfi, Alberto Capogrosso, Massimo Paolucci, and Perra Francesco is in the
area of agent-based modelling and simulation. The authors propose an agent-based simulation model denoted
as denoted as Operational Evaluator Model, for the multi-dimensional analysis of alternative configurations of
military naval units to support the design of naval vessels. After the careful consideration of several existing
frameworks for agent-based simulation, the authors propose their own framework denoted as ABSF. The paper
contains convincing experimental results obtained by simulation of a specific Anti-surface Warfare use case that
support the advantages of ABSF over other agent-based simulation frameworks.

The article ABVE-Construct: An Agent-Based Virtual Enterprise Model for Civil Engineering by Mihaela
Oprea is in the area of agent-based enterprise modelling. This paper proposes a generic framework for virtual
enterprises development denoted as VE-Frame. Based on this framework, a new agent-based virtual enterprise
model for the civil engineering domain denoted as ABVE-Construct, is formulated. The ABVE-Construct
ontology and design model are developed using OWL and Protg, as well as using Prometheus Design Tool.
The proposed framework and model are evaluated by considering a specific case study of a residential building
construction task.

We would also like to thank all the reviewers for their restless reviewing effort and valuable feedback and
all the authors who submitted papers to WASA2013 and to this Special Issue.

Costin Bădică and Mirjana Ivanović

iii





Scalable Computing: Practice and Experience

Volume 15, Number 3, pp. 201–216. http://www.scpe.org

DOI 10.12694/scpe.v15i3.1016
ISSN 1895-1767
c⃝ 2014 SCPE

A SYSTEM SUPPORTING THE EVALUATION OF THE OPERATIONAL
EFFECTIVENESS OF NAVAL TASKS BASED ON AGENT SIMULATION∗

DAVIDE ANGHINOLFI†, ALBERTO CAPOGROSSO‡, MASSIMO PAOLUCCI§, AND PERRA FRANCESCO¶

Abstract. This paper considers a system for supporting the multi-dimensional analysis of alternative configurations of military
naval units, which is currently the object of a research and development project between Orizzonti Sistemi Navali, an Italian ship
design company, and the University of Genova (Italy). The project aims at providing a decision making aid in the early phase of the
vessels’ design. In particular, the agent-based simulation framework included in such a system is presented and its characteristics are
compared with a set of four existing frameworks, i.e, MANA, NetLogo, Stage and MASON. Agent-based simulation is specifically
exploited in the early design phase for the evaluation of the vessel efficiency in a set of reference naval tasks. The comparison
is performed considering a common reference scenario and a set of qualitative and quantitative key performance indicators. The
results obtained show both the effectiveness and efficiency of the proposed agent-based simulation environment for the considered
application case.

Key words: Agent-based simulation, decision support systems, military naval tasks.

1. Introduction. During the early design phase of military naval vessels, it is of fundamental importance
being able to evaluate their operational effectiveness with respect to the set of the main naval tasks in which
such vessels will be engaged. This capability, indeed, allows to consider the possible different alternative design
configurations from a multi-dimensional standpoint, associating with each of them aMeasure of the Effectiveness

(MOE) of a specifically configured vessel in the main scenarios in which it is intended to operate, besides a
number of key performance indicators as, for example, the cost.

This kind of analysis is investigated in a research project currently carried on in collaboration with Orizzonte
Sistem Navali (OSN), an Italian company with great experience in total naval ship design and integrated support
services. The project aims at supporting the design of naval vessels through the development of a system,
denoted as Operational Evaluator Model (OEM), providing the evaluation of the operational effectiveness of
particular ship configurations for a set of specified operating scenarios [1] [2]. This paper presents the main
characteristics of such an operational evaluation support system, specifically focusing on the new simulation
framework included in the OEM.

In general, simulation can significantly improve the design phase of naval units and specifically, in the
considered context, Agent-Based Simulation (ABS) can play a fundamental role [3] [4] [5] [6] [7]. Therefore, one
of the aims of the project consists in exploiting ABS in order to support the naval designers in their exploration
of the space of alternative solutions and in the identification of a suitable ship configuration able to satisfy the
customer requirements with good performance in terms of both operational effectiveness and costs. It must
be underlined that, in the context of this project, the purpose of simulation is neither that of supporting the
operational decisions of the commander, nor that of evaluating the effectiveness of operational tactics; differently,
here simulation is used to provide ship designers and stakeholders with insights on what could be the expected
behaviour of a vessel configured to satisfy certain requirements (e.g., maximum speed, presence of a helicopter
on board, kinds of weapons). This means that the simulation specifically focuses on the ship configuration,
whereas other aspects that in a real scenario may influence the performance of an operational vessel, such as,
the meteo conditions or human factor as the commander skill, are considered fixed or not explicitly modelled.

This paper first presents in Section 2 the architecture and main functionalities of the OEM, as well as the
characteristics of the developed ABS framework. In order to compare such framework with other existing ABS
environments, a case study is introduced in Section 3 consisting in the so-called Anti-surface Warfare (ASuW).
In particular, such a scenario assumes a set of patrol vessels in charge of protecting a strategic facility, e.g., a
port located in a gulf, from the possible attack of small fast boats. Note that, in the last years, this scenario

∗This work was supported by Orizzonte Sistemi Navali S.p.A.
†DIBRIS Department, University of Genova, Genova, Italy, (davide.anghinolfi@unige.it).
‡DIBRIS Department, University of Genova, Genova, Italy, (alberto.capogrosso@unige.it).
§DIBRIS Department, University of Genova, Genova, Italy, (massimo.paolucci@unige.it).
¶Orizzonte Sistemi Navali S.p.A., Genova, Italy (francesco.perra@orizzontesn.it).
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has been usually associated with the defence from terrorist attacks. The patrol vessels use the radar to detect
the threats and their actions are coordinated by a command centre on land; the patrol vessels have missiles and
a gun to defend themselves from the missiles launched by the small fast boats, and their mission is considered
successful if they are able to neutralize all the threats before these latter reach the facility. In Section 4 the
implementation of this scenario with the new ABS Framework (in the following denoted as ABSF) included
in the OEM is illustrated. In addition, in Section 5 a set of performance indicators are defined to facilitate
the comparison of the different simulation environments. Such indicators assign to each of the considered
frameworks a rating providing a qualitative or quantitative evaluation, having applied each environment to the
same reference naval operational scenario.

The different simulation environments considered in the analysis presented in Section 6 of this paper are
the followings:

• MANA (Map Aware Non-uniform Automata), developed by the Operational Analysis Section of the
New Zealand Defense Technology Agency (DTA), is released for academic research purposes; the tool
is used in a number of studies, such as the management of urban warfare, maritime surveillance and
coastal patrol [8].

• NetLogo, developed at the Center for Connected Learning (CCL) of the Northwestern University (USA)
by Uri Wilensky, is an open source visual environment that is particularly suitable for the analysis of
complex natural and social phenomena, as well as military tasks. NetLogo provides a simple program-
ming language in order to characterize the behavior of the agents and to specify the evolution of the
simulation, and it is equipped with a graphics viewer that allows the users to visualize the evolution of
the simulation and to interact with the agents [9].

• Stage, developed by Presagis Inc., is a commercial visual environment that allows to develop models of
very complex war scenarios in terms of the involved platforms (avionics, naval, land, etc.) as it includes
highly accurate models of sensors (radar, sonar, Missile Warning Set, etc.) and weapons (missiles, guns,
etc.) [10].

• MASON, developed at Evolutionary Computation Laboratory of the George Mason University, is an
open source function library developed in Java. MASON is designed to serve as the basis for a wide range
of multi-agent simulation tasks, ranging from swarm robotics to machine learning to social complexity
environments [11, 12, 13].

A previous version of the comparative analysis of the first three different ABS environments is provided
in [14], where a number of limitations of such environments pointed out the need for a new ABS framework for
the operational evaluation of military naval tasks. In this paper such an analysis is extended with the inclusion
of MASON. It must be observed that NetLogo and MASON are general purpose environments, whereas MANA
and Stage have been specifically designed for the simulation of military scenarios. As revealed by the comparative
analysis, only NetLogo and MASON appear suitable for appropriate modelling the chosen reference scenario.
Therefore, in Section 7 the statistical equivalence of the simulation models implemented using ABSF, NetLogo
and MASON is demonstrated. Even if MASON tool overcomes most of the limitations highlighted in [14], in
Section 8 the higher quality of the new ABS framework here proposed is confirmed. Finally, Section 9 reports
some concluding remarks.

2. The OEM architecture and functionalities. The Operational Evaluation Model (OEM) is a de-
cision support system aiming at the multi-dimensional analysis of alternative ship design configurations, in
particular, with the capability of estimating the effectiveness of the considered vessel in a set of operational
scenarios, and of taking it into account in the overall evaluation. OEM has been developed in the programming
language C# and it includes in an integrated environment a framework for ABS modelling and simulating mil-
itary naval scenarios. The overall architecture of such a support system is shown in Fig. 2.1. The environment
is composed by five main modules: Model Definer, Experiment Designer, Model Simulator, Data Analyser and
Decision Support System. The Data Analyser and the Decision Support System modules are not yet imple-
mented in the current version of OEM, but they will be the object of the next developments of the project. The
following of this section provides a description of each module.

2.1. Model Definer. The Model Definer (MD) is a visual development tool that allows the definition
of simulation models by exploiting an UML-like formalism. In particular, through MD a user, the Simulation
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Fig. 2.1. The overall architecture of the Operational Evaluation Model.

Modeler in Fig. 2.1, can specify an ABS model by means of the following three types of diagrams:

• class-diagram, used to define both entities, i.e., the prototypes of the agents that can be included in
the simulation models, and the set of messages that such agents can generate during the simulations;
the user can define a new agent prototype by specifying:

– the Unique name for the prototype;
– the Attributes that represent the knowledge of the entity (e.g., the maximum speed for a naval

unit);
– the States that represent the operating modes of the entity (e.g., possible states for a naval unit

could be Idle, Patrolling, Following and so on);
– the Message traps that determine the behaviours to be activated when receiving messages;
– the Behaviours corresponding to a set of activity-diagrams associated with the various states and

Message traps;
• object-diagram, used to specify the instances of the agents deriving them from the available entities (e.g.,
having defined a Naval Unit entity, instances of agents as Unit1 or Unit2 with specific characteristics
can be derived). To define a new instance of an agent the modeler user must specify:

– the Unique name for the agent;
– the Values for the Attributes included in the referenced agent prototype;

• activity-diagram, used to define the behaviour of the agents. An activity diagram consists in the
sequence of actions that an agent must perform when it is in a specific state or when it receives a
specific message. The ABSF included in the OEM provides a library of generic blocks (e.g., Change
state or Send message) and a library of naval blocks for ship simulations (e.g., Get radar detected agents

or Follow route).

The kind of agent model that the ABSF allows to define is quite general; different classes of agents (e.g., reactive,
goal driven or belief-intention-desire agents) can be specified with the above mentioned model elements, provided
that an appropriate set of building blocks is used to generate the agents’ behaviour. MD generates an output
file that can be successively translated in a C# source program and then compiled. In this way the activity
of designing and implementing a simulation model is greatly simplified without worsening the computational
efficiency of the executable simulation code finally generated.

2.2. Experiment Designer. The Experiment Designer (ED) is a visual tool for the definition of simula-
tion campaigns. In particular, it allows to specify the set of scenario configurations to be tested by exploiting
some Design Of Experiments algorithms [15] (e.g, Full Factorial or Nearly Orthogonal Latin Hypercube [16]).
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2.3. Model simulator. The Model Simulator (MS) is the core of the environment as it allows the syn-
chronous evolution of the agent behaviours. MS has two different use modes:

• graphic mode – the real-time evolution of the simulation is graphically visualized in a window so that
the user can observe and validate the behaviour of different agents. The window also includes controls
for slowing down or speeding up the simulation, for suspending or resuming it, as well as zooming the
graphic simulation area. A log including the fundamental simulation events occurred is also provided;

• batch mode – this mode allows to compress the time required to simulate the single experiments not
providing any graphical representation of the simulation. The interface requires the specification of a
configuration input file, in order to execute multiple experiments for a large number of the ship con-
figurations, and the number of repetitions for each configuration needed to obtain a suitable statistical
relevance.

2.4. Data Analyser. The Data Analyser (DA) is the module devoted to execute the statistical analysis
of the results collected through the batch simulation mode with the purpose of generating a proper surrogate
model. The surrogate model is an analytic function, e.g., a polynomials or a neural network, that returns a
value of a MOE as a function of the values of a set of input parameters. The generic structure of the surrogate
model is:

MOE = f(p1, ...., pn) (2.1)

where n is the number of parameters. An example of polynomial surrogate model (without cross-parameters)
of the m-th order with n parameters is:

f = a11p1 + a21p2 + ....+ an1pn + a12p
2

1 + a22p2
2 + ....+ an2p

2

n+

+......+ a1mpm1 + a2mpm2 + ....+ anmpmn
(2.2)

where a11, ..., anm are the unknown coefficients.
To estimate the unknown coefficients, DA implements a set of algorithms e.g. Ordinary Least Squares for

polynomial structures and Back Propagation for neural network structures.

2.5. Decision Support System. The Decision Support System (DSS) module provides a set of tools
for multi-criteria decision support in order to perform the analysis of the alternative design configurations for
a naval unit. DSS references the list of admissible ships (i.e., corresponding to design configurations that can
actually be developed) contained in a Ship Database, and it is able to provide a 3D graphic representation of the
vessel corresponding to a selected configuration by invoking an appropriate external 3D visualization module.
DSS provides users with a tool for the multi-dimensional comparison of the alternatives, in particular the Pareto-
optimal ones, in order to support the selection of the most suitable one for the stakeholders’ requirements.

2.6. Graphic User Interface. The first four modules (i.e,. MD, ED, MS, DA) share an unified Graphic
User Interface (GUI) that allows the user to define a simulation model, specify the campaign of experiments,
simulate the model, validate the simulation outcomes and generate an appropriate surrogate model. Such model
is then provided as input to the DSS module that will be equipped with a separate GUI, denoted as Dashboard,
that will be developed in the next prosecution of the OEM project. The users of the unified GUI should be
expert in the naval domain, i.e., they should know the the details of the tasks to be modelled and simulated.
Differently, the Dashboard users play the role of the Ship Designer, that is, they are responsible of selecting one
or more vessel configurations that will be considered for the following steps of the new naval unit development.

Fig. 2.2 and Fig. 2.3 illustrate two views of the unified GUI associated with the ED and MS modules. Fig. 2.2
shows the design parameters tab where the user can specify DOE factors, random or constants parameters. In
case of DOE factors and random parameters upper and lower limits must be set and the kind of method for
the generation of the experimental campaign must be chosen (e.g., full factorial or NOLH). Fig. 2.3 shows the
simulation view tab where the user can select the type of simulation (batch or graphic), and the simulation
input parameters. For example, in case of graphic simulation the user must specify the configuration number
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Fig. 2.2. The design parameter tab of the ED module.

to simulate, the simulation speed and the dimension of the simulated area (note that the possible geographic
coordinates are defined as scenario parameters). The interface allows to change the simulation speed during its
execution, as well as pausing or stopping the run.

3. The Anti-Surface Warfare Scenario. In this section the main features of the ASuW scenario used
as reference for the ABS framework comparison is introduced (for reader’s convenience, the list of the acronyms
used for this scenario is provided in Tab. 3.1). The ASuW scenario consists in considering a facility in a gulf (i.e.,
a port) that must be protected against threats, represented by a group of Small Fast Attack Crafts (SFAC) [17].

Table 3.1

ASuW acronyms table.

Acronym Meaning

ASuW Anti Surface Warfare
OPV Offshore Patrol Vessel
SFAC Small Fast Attack Craft
SAM Surface-to-Air Missile
SSM Surface-to-Surface Missile

The port is guarded by a set of Offshore Patrol Vessels (OPV) patrolling the area. The OPVs are equipped
with a radar, so that they can detect the presence of the SFACs, and with ASuW weapons used to contrast
the threats, which consist in a fixed number of surface-to-surface missiles (SSM) and a gun. The SFACs are
assumed to be equipped with four SSM missiles used to attack the OPVs. Specifically, in this scenario it has
been assumed that a SFAC launches a SSM against an OPV as soon as it realizes to be engaged or followed by
it. On the other hand, the OPVs have three surface-to-air (SAM) missiles that are utilized, together with the
gun, to neutralize the attacking missile.

The OPVs are coordinated by an ASuW Commander that influences their behavior. The mission of the
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Fig. 2.3. The simulation view tab of the MS module.

OPVs is considered successful if the port is defended, i.e., if all the threats are neutralized before reaching their
target (the port). In this scenario a helicopter can be included in the OPVs configuration; in this case, the
helicopter is assumed to perform the function of radar picket, i.e., it stays on a fixed position with the purpose
of improving the threat detection ability of the defence system.

The ASuW scenario specifically considered in this paper includes nine SFACs and three OPVs. The gulf
subject to possible attacks is schematically represented as a rectangular area of about 50 × 100 nautical miles
(nm), situated in the Gulf of Taranto (Italy) so that the coasts are not affecting the operations. The scenario
is shown in Fig. 3.1 where the horizontal line in the upper (north) side of the area represents the SFAC target.

In Fig. 3.1 the three OPVs patrolling routes (consisting of straight stretches between successive patrol
points) are represented, as well as the area in which the SFACs are assumed to be initially located when the
simulation starts and the position of the helicopter, if present. The SFAC attack and OPV contrast strategies
are summarized as follows:

• the OPVs patrol the area, according to given routes, whereas the helicopter, if present, maintains a
fixed position;

• each SFAC moves from its starting position following a vertical trajectory (from south to north) at
constant speed until reaching the target line;

• the SFACs start from a random position within the area shown in Fig. 3.1;
• the OPVs and the helicopter, if present, can detect the threats by radar sensor;
• if a threat is detected, its position is communicated to the ASuW Commander who assigns the OPVs
to the SFACs. Specifically, the SFACs to be engaged are ordered according to their distance from the
target line (threat evaluation);

• a list of at most three SFACs is assigned to each OPV; in particular, each SFAC is assigned to the
nearest OPV;

• each OPV directs towards the first target in its list; if the list is empty, the OPV continue its patrol
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Fig. 3.1. Geometric representation of the considered ASuW scenario.

route;
• as soon as a SFAC realizes to be engaged or followed by an OPV, it launches a SSM against the OPV;
• the OPV engages with weapons a SFAC that is within its intercepting range in two cases:
(a) whenever is attacked by a SSM from the SFAC or
(b) whenever the SFAC is at sight range (in this latter case OPV can classify the SFAC as a threat).
The preferred weapon system used by the OPV are the SSM missiles; if the OPV runs out of missiles
it engages with the gun. A threat is neutralized with a probability given by a function depending on
the kind of weapon and on the distance between the launcher and the target;

• if OPV is attacked by a SSM, it launches one or possibly two SAM to neutralize it. If this defence
action fails, OPV tries to contrast the missile with the gun.

The OPV radar range depends on the radar height and on SFAC height. In particular, denoting with hOPV

and hSFAC the height respectively of the OPV radar and of the SFAC, the OPV radar range RR is given by

RR = 2.22×
(

√

hOPV +
√

hSFAC

)

(3.1)

Moreover, the turn rate ( θ̇) of the OPV (that influences its maneuverability) depends on the OPV length
(L) and speed (V ), as follows:
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θ̇ =
V

R
(3.2)

where R ∼= 2L.
The weapon success probability functions have been provided by Italian Navy officers and they depend on

the type of weapon. Fig. 3.2 and Fig. 3.3 plot the success probability function respectively for the gun and the
SSM missile.

Fig. 3.2. Success probability function for the gun.

The probabilities for SAM missiles to destroy an SSM have been assessed by an analytic study of the anti-air
warfare scenario. Tab. 3.2 reports a subset of such data, showing the probability that the first SAM destroy the
SSM (PK1) and the one for the second SAM (PK2) as a function of the SAM and SSM types, and the OPV
radar height (expressed in meter). Note that the value zero for PK2 denotes the impossibility to launch the
second SAM in time to contrast the attacking SSM.

Fig. 3.3. Success probability function for an SSM missile.

Table 3.2

An excerpt of the success probabilities for SAM contrasting SSM.

SSM SAM Radar Height Pk1 Pk2
1 1 18 84.8 65.9
1 1 19 85.6 66.7
1 2 18 67.2 60.9
1 2 19 66.9 61.8
1 1 18 60.7 0.0
... ... ... ... ...

4. Implementation of the ASuW scenario. This section illustrates how the ASuW scenario can be
defined in the OEM system, in particular providing an idea of the kind of interaction of a Simulation Modeler
user with the MD module.
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The elements of the ASuW scenario that show an autonomous behaviour are modelled as agents. Therefore,
in this scenario four classes of agents are introduced: the OPV, the SFAC, the Commander and the (launched)
Missile. The missile agents are created during the simulation whenever an OPV or SFAC agent lunches an
available missile, whereas the other classes of agents are created during the initialization of the scenario. Note
that an element such as the helicopter, that, in a different scenario, could be modelled as agent, here simply
plays the role of a sensor providing information to the OPVs and the Commander.

Fig. 4.1 and 4.2 give two examples of views of the unified GUI that are needed by the MD module.
Specifically, Fig. 4.1 shows the class diagram tab that allows the definition of the entity and the message traps,
whereas Fig. 4.2 shows the activity diagram tab used to define the behaviour of the agents. Any new item in
both interfaces can be defined by dragging the item prototype from the toolbox in the left of the window to
the workspace and then setting the appropriate properties. The items in the toolbox of the class diagram tab
represent the prototypes of classes and messages, whereas the ones in the toolbox of the activity diagram tab
correspond to the building blocks available to formalize the agent actions.

The Fig. 4.1 shows the definitions of the classes (OPV, Commander, Missile, SFAC ) and the messages (En-
emiesDetected, FollowEnemies, HitByMissile) for the ASuW scenario as it appears in the class-diagram tab of
the MD GUI. The OPV class is characterized by two different states, i.e., Patrol and Follow, respectively asso-
ciated with the patrolling behaviour, which makes the OPV reaching in sequence a number of patrolling points,
and the following behaviour, which makes the OPV direct towards a target (this behaviour is implemented by
the workflow shown in Fig. 4.2). The Commander class has a single state ProcessEnemies associated with its
threat evaluation and assignment behaviour. The SFAC class has two states, Idle and MoveToTarget, the first
needed to model the possible delay before starting to move towards the target and the second associated with
the SFAC mission of reaching the target line. Finally, the Missile class has a state Follow associated with the
behaviour that moves it towards the target and a TargetReached state, assumed when the missile finishes its
trajectory hitting or missing the target.

The model includes three kind of messages: the EnemiesDetected message, sent by an OPV to the Com-
mander when the OPV detects a SFAC; the FollowEnemies message, sent by the Commander to an OPV in
order to assign the threat; the HitByMissile message, send by a missile to its target when this latter is reached.
Whenever a recipient receives a message it invokes the corresponding message trap behaviour. As an example,
when an OPV receives a FollowEnemies message it starts its Follow routine.

For each class of agents at least one behaviour must be modelled. For example, in Fig. 4.2 the behaviour
prescribing an agent to follow a given target is shown. The behaviours are modelled using workflows. A workflow
starts always with a Start block and finishes always with a End block. Considering the workflow in Fig. 4.2, at
each time step the agent:

1. updates its position;
2. calculates the distance to the target and stores this value in a local variable;
3. checks if the distance is lower than a threshold, and in the positive case the agent changes its state to

TargetReached, otherwise the agent remains in its current state.
After the definition of the classes and the messages, a simulation model can be specified by creating the

instances of the agents involved in the simulation. This can be done in the agent tab of the MD GUI, where an
Object Diagram can be generated. As an example, Fig. 4.3 shows the agents included in the ASuW scenario
that includes a Commander, three OPVs and five SFACs. Note that in this diagram there are no missile agents
as these latter are only created at run time. In the agent tab the user must provide the initial values of the
attributes for each agent instance (e.g., for OPV 1 PatrolSpeed is set to 16 kn).

5. Performance Indicators. In order to compare the considered simulation environments, both qualita-
tive and quantitative key performance indicators (KPIs) have been defined. The qualitative KPIs aim at defining
the ability of the simulation environment to comply with specific characteristics, whereas the quantitative KPIs
provide some numerical indexes as detailed in the following.

5.1. Qualitative indicators. The following KPIs are used to evaluate the environment’s capacity to
implement simulation scenarios with a degree of complexity comparable to the considered ASuW scenario.

1. Possibility to execute Monte Carlo simulations. This is possible if the environment allows operating
with random variables.
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Fig. 4.1. Definition of classes (OPV, Commander, Missile, SFAC) and messages (EnemiesDetected, FollowEnemies, Hit-
ByMissile) involved in the ASuW scenario with MD Module of OEM.

2. Possibility of running multiple experiments in batch mode. This property makes it possible to execute
extended experimental campaigns; specifically, the environment must allow reading the parameters
characterizing the different experiments from some data structure or file, as well as writing the results
in an appropriate way.

3. Presence of an integrated visual development environment. Such a tool reduces the complexity of
defining new simulation model and the time needed for the development.

4. Possibility to implement complex agents. This is a qualitative judgement of what is the level of the
complexity in the definition of the agents allowed by the environment, specifically in term of the type of
data managed by the agents and of the elaborateness of the agent behaviour. As an example, the index
takes into account the possibility of including complex data types (such as lists of structures) in the
agent attributes. In the specific case of the ASuW scenario this index is specified considering the ability
of the environment to define and manage the list of SFAC assigned to each OPV by the Commander.

5. Possibility to define complex coordination politics for the agents. With reference to the ASuW scenario,
this index expresses the possibility of defining the ASuW Commander agent able to coordinate the
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Fig. 4.2. An example of behaviour definition with the MD Module.

OPVs actions according to the complex threat evaluation and assignment rules.
6. Possibility to implement and manage the communication between agents. In the considered scenario

this feature is needed to allow the ASuW commander communicating with the OPVs.
7. Availability of language primitives of an appropriate level. In the ASuW it is necessary to use mathe-

matical equations, for example to implement the turn rate and the radar range.

5.2. Quantitative indicators. The following numerical KPIs can be adopted to compare the models
developed by means of the different environments.

1. Number of code lines. This can be considered an index of the complexity of the development of the
models, as well as of development time (note that this index is estimated by considering only the code
needed to define agents and their behaviour);

2. Average time to perform a single run (in seconds);
3. Average time to perform 1000 runs (in seconds);

6. Comparison among MANA, NetLogo, Stage and MASON. This section discusses the features
and eventual limitations emerged by comparing the ways in which the ABS frameworks, different from the
ABSF included in the OEM, model and simulate the ASuW scenario.
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Fig. 4.3. Definition of the Agents involved in the ASuW scenario with MD Module of OEM

• MANA - It allows to define the topological characteristics of the scenario, such as the type and size of
accessible areas and the presence of hot-points (i.e., starting points, target points and patrol points) [18].
The agent characteristics are defined by drop-down menus and scroll bars; for example, the tendency of
the agents to direct towards either the next patrol point or the nearest threat, the speed and the agent
icon. Agents can be equipped with armaments and sensors and their associated hit/detect probability
can be specified by a data table as a function of distance. The MANA environment allows to execute
a sequence of different runs of the scenario. The main limitation of MANA (confirmed also by a
personal communication with one of its designers) is that it does not provide a programming language
for describing complex agent behaviours. This made impossible to implement the scenario ASuW as
described. In particular, the ASuW agent Commander assignment rules, the OPV air-air missiles
defence behaviour, and the evaluation of algebraic expressions (i.e., the ones needed for the rate of turn
and the radar range) cannot be implemented.

• NetLogo - The scenario is defined by a graphical interface that integrates a development environment
and an automated analyser to simplify and speed up the design of the scripts used to specify the
agent behaviours. The NetLogo scripting language is a high-level language, interpreted by the provided
simulation engine, that includes a large set of functions for configuration, movement and communication.
This language allows the management of pseudo-random variables, as well as the input and output files,
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so making the execution of multi-run simulation batches possible. An interesting feature is that the
graphic interface can be deactivated during the multi-run simulation, making in this way the simulation
quite fast. Summing up, NetLogo includes all the features needed to implement the ASuW scenario.

• Stage - It has a graphical environment that allows to create very sophisticated environments. Stage
enables creating simulation models with realistic details, as it provides very detailed models of ships,
vehicles, aircrafts, sensors and radar. The agent behaviour can be defined by an interpreted script
language inspired by the C language. Stage integrates a development environment and an automated
script analyser. The agents communicate using a standard communication protocol. In addition, the
execution of a simulation can be distributed in a computer network to parallelize the computational
burden. Stage definitely allows implementing the ASuW scenario. However, two main limitations were
observed that prevent the use of Stage in batch mode: it is quite hard (at least for conventional designers
or users) to simulate excluding the graphic output; it is not possible to perform multiple simulations.

• MASON - The scenario and the agent behaviours must be defined by coding in Java language. The
framework supplies some features like a very high performance random numbers generator and some
high efficiency data-structures. It supplies also some features to implement a customizable graphic
interface. As an alternative, the simulation can run in batch mode, i.e. without interface, to speed-up
it. In addition, the execution of a simulation can be distributed in a computer network to parallelize the
computational burden. Therefore, MASON includes all the features needed to implement the ASuW
scenario.

Table 6.1

KPI comparison for the simulation environments

MANA NetLogo Stage MASON

Qualitative Indicators

Monte Carlo simulations × √ √ √

Batch multiple experiments
√ √ × √

Visual development environment
√ √ √ √

Complex agent definition × √ √ √

Complex agent coordination politics × √ √ √

Communication among agents × √ √ √

Appropriate language primitives × √ √ √

Quantitative Indicators

Source lines of code – 1000 700 1300
Average time for single run (s) – 0.6 480 0.015

Average time for 1000 runs (s) – 754 – 20

Tab. 6.1 summarizes the main features observed (here a cross denotes the lack of the corresponding feature,
whereas a dash the impossibility to collect the data). Observing the quantitative KPIs, the number of code’s
lines needed by Mason to implement the agent behaviours is greater than the one of NetLogo: this indicates
that NetLogo provides an higher level language compared to the one provided by Mason. The low number of
lines of code required for the implementation of the scenario in Stage is due to the fact that the environment
has been developed specifically for the management of military simulations.

Finally, the batch run time results are shown only for NetLogo and MASON, as MANA does not allow the
appropriate design for the considered scenario and Stage does not permit the batch execution mode. Comparing
the simulation times obtained using Mason and NetLogo, it can be noticed that the first is about 40 times faster
than the second. This result is due to the fact that NetLogo uses a scripting language, while Mason uses Java
language which is semi-compiled.

7. Equivalence test for the compared scenario models. After modeling the ASuW scenario with
ABSF, it was possible to compare it with Mason and NetLogo, as these latter emerged as the only environments
able to appropriately simulate such a naval task scenario. However, the comparison is sensible only after having
verified that the models developed with the three different frameworks are able to produce equivalent results
from the statistical standpoint. Therefore a set of experiments was performed to verify the equivalence of the
ABSF, MASON and NetLogo models for the ASuW scenario. In particular, 24 possible OPV configurations
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were analyzed and for each of them 1000 repetitions were executed, each of which producing a binary value
(representing the success/failure in defending the target) as simulation outcome. The tested configurations
correspond to all the combinations of the values for the parameters shown in Tab. 7.1.

Table 7.1

The tested OPV configurations

Parameter Values

OPV Height m {13, 23}
OPV Speed kn {37, 35, 30}

Helicopter presence {true, false}
Gun presence {true, false}

The binary outcomes obtained from the models were divided into 20 groups, each consisting of 50 elements.
For each group the relative OPV success frequency was calculated. As an example, Tab. 7.2 shows the success
frequencies obtained for the configuration characterized by OPV Height = 13m, OPV Speed = 37kn, Helicopter
presence = true, Gun presence = true.

Table 7.2

The relative success frequency for a tested configuration.

Groups ABSF NetLogo MASON

1 94.1 88.2 74.5
2 88.2 90.2 82.3
3 92.1 86.3 88.2
4 82.3 92.2 90.2
5 94.1 78.4 80.4
6 82.3 86.3 90.2
7 86.3 84.3 84.3
8 92.2 90.2 82.3
9 92.2 66.7 84.3
10 80.4 78.4 98.0
11 92.2 96.1 94.1
12 90.2 86.3 96.1
13 82.3 82.3 90.2
14 82.0 88.0 88.0
15 88.2 92.2 90.2
16 90.2 95.1 84.2
17 88.2 86.3 76.5
18 84.3 92.2 86.3
19 86.3 92.2 78.4
20 81.8 100.0 93.9

Successively, the hypotheses needed to correctly perform the test of analysis of variance (ANOVA) were
verified on the obtained data. In particular, the well-known Jarque-Bera test was used to verify the hypothesis
of normality of the data series and the Welch test to verify the hypothesis homoscedasticity. Then, the ANOVA
test was used to validate the hypothesis of equivalence of the models. Fig. 7.1 shows the box-plots obtained from
the ANOVA test. From Fig. 7.1 it can be observed how the three boxes are almost overlapped, so that it can be
concluded that the three implemented models can be considered statistically equivalent for the configurations
shown in Tab. 7.2. The equivalence of the three models was also confirmed for the other configurations in
Tab. 7.1.

8. Comparison between ABSF, NetLogo and MASON. Having established the equivalence of the
models produced by ABSF, NetLogo and MASON, the three frameworks were evaluated over the KPIs defined
in Section 5. Tab. 8.1 reports the obtained results for the quantitative KPIs, provided that the three considered
environments have the same qualitative characteristics.

Observing the number of lines of code it is possible a first conclusion: ABSF does not require any coding
to characterize the considered scenario, i.e., the involved agents and their behaviours, but the design of the
scenario is performed using the GUI of the MD module.
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Fig. 7.1. The box-plot produced by ANOVA

Table 8.1

KPI comparison of ABSF, NetLogo and MASON

Quantitative Indicators ABSF NetLogo MASON

Source lines of code 0 1000 1300
Average time for single run (s) 0.003 0.6 0.015

Average time for 1000 runs (s) 5 754 20

Observing the comparison among the simulation times needed by ABSF, NetLogo and MASON, it can
be observed that the average times for 1000 runs obtained by ABSF were about 4 times lower than those
obtained by MASON, and 150 times lower than those obtained by NetLogo. It is worth recalling that for the
three models the simulation experiments were run on the same computer and they were executed without any
graphical interface to minimize the computational burden.

9. Conclusions. This paper presents the main features of a project carried on in collaboration with OSN,
an Italian company specialized in total naval ship design, aiming at supporting the early phase of military naval
unit design. In particular the OEM support system should enable human designers and stakeholders to evaluate
different configurations also from the point of view of the operational effectiveness of the resulting ship in a set
of operating scenarios.

This paper devotes particular attention to the agent-based simulation framework included in the OEM
and it provides evidence in favour of its suitability as a tool for rapidly modelling military naval scenarios
and efficiently simulating them. To this end, the main characteristics and limitations of a set of agent-based
simulation environments have been analysed, using as a reference a specific Anti-surface Warfare scenario. As
a result of such an analysis, the quality of ABSF as excellent simulation tool was proved, since it is able to
overcome the main limitations of the other simulation environments considered and to outperform, in terms of
ease of development and run execution speed, MASON, the best one among the competitors.

The high quality computational performance showed by ABSF are actually very important, as it allows to
decrease the time needed for exploring the space of the possible configurations of the naval units, so facilitating
a deeper alternative analysis. Differently from MASON, the Model Definer module included in the proposed
framework lets the user define scenarios without the need to know or learn any programming language, or, as
is the case for NetLogo, any scripting languages.

Finally, it can be noted that the use of libraries of generic blocks allows ABSF to be able not only to
perform simulations of naval units but also of different contexts. In other words, ABSF, through appropriate
verticalizations of the block libraries, can be considered a generic simulation environment.
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OF A MULTI-AGENT NANO-ROBOTIC DRUG DELIVERY SYSTEM
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Abstract. Targeted drug delivery with the use of nanorobots, a yet mostly theoretical but very promising future concept, is
anticipated to become a significant ally in cancer treatment. The way that nanorobot systems are currently envisaged by researchers
is such that they exhibit autonomous and collaborative behaviour that can be uniquely captured by multi-agent systems. In this
paper, we investigate this hypothesis by describing the process of formally modelling a simple agent-based system for a simulation of
targeted drug delivery. We propose a system comprising different types of nanorobots, and evaluate the effects of various parameters
on the final outcome. The data that were retrieved from the corresponding simulation runs, are in support of our hypothesis,
demonstrating that nanorobotic drug delivery systems can be effectively simulated by utilising intelligent agent technology.
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1. Introduction. Multi-Agent Systems have established their applicability in studying complex systems
that involve a number of heterogeneous resources working collaboratively towards solving a common problem,
despite the fact that each individual might have partial information about the problem and limited capabilities.
As stated by Brooks in [4, 3], Multi-Agent Systems (MAS) may potentially exhibit “emergent intelligence”
commonly found in biologically inspired systems.

In parallel, Nanotechnology, currently one of the most important and fast growing areas in modern science,
focuses on manipulating matter with dimensions similar to the ones of biological molecules. Many scientific
fields, such as Physics, Material Sciences, Chemistry, Chemical Engineering, Microbiology and Genetics, are
currently enjoying the fruits of nanotechnological research [10], which has already led to various commercially
available applications, but what appears to be amongst the most promising endeavours is the development of
nanotechnological constructs targeted for medical use. One quite attractive but also challenging such application
is the targeted drug delivery, which is anticipated to be a revolutionary strategy for overcoming serious barriers
in health impairments, and nowadays, with the rapidly increasing nanotechnology advances, is regarded as one
of the most promising research topics worldwide.

Combining the aforementioned research areas, our contribution focuses on the formal modelling and devel-
opment of a MAS simulation of nanorobots that deliver an appropriate pharmaceutical substance to unhealthy
human body tissue. Inspired by the fact that in silico experimentation has established its importance to the
research community over the past decade, with mathematical models, algorithms and computer simulations
having proven to be valuable allies in studying various and diverse problems in the fields of Biology and Medical
Sciences [31, 24], we opted to simulate a simple targeted drug delivery system.

The paper is organized as follows: Section 2, briefly discusses the current status of nanotechnology in
medicine and the way computer simulations are employed in medical nanorobotics, with special focus on Multi-
Agent System simulations. In Sections 3 and 5 our proposed system is presented and the formal modelling,
simulation design and implementation processes are described. Section 6 includes the experimental analysis and
the results of the simulation runs. In Section 7 the contemporary approaches in manufacturing robots in the
microscale are presented, and finally, we conclude with a short discussion for further work in Section 8.
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2. Background and Similar Work.

2.1. Nanotechnology in a Nutshell. The prefix “nano-” means a billionth, hence, when it is added in
front of the word “meter” it denotes a factor of 10−9, resulting in dimensions comparable to atomic diameters.
Consequently, Nanoscience studies the properties of objects at the nanoscale, and Nanotechnology focuses on
manipulating matter in structures with at least one dimension sized from 1 to 100 nanometers. Both fields have
a multidisciplinary core, involving researchers of diverse backgrounds and with variant skills. Current advances
in the domain have been receiving much attention for the past two decades, both from the Academia and the
Industry, largely due to the fact that nanostructures exhibit unique properties and characteristics [29, 26, 53],
profoundly different than the ones that have been observed at the macroscale.

A plethora of applications in a wide range of fields are currently available, spanning from flexible digital
screens to self-cleaning surfaces, from nanoparticle comprised catalysts [48] to carbon nanotubes acting as
chemical sensors [51] etc. However, the potential of nanotechnological constructs targeted for medical use is of
special interest.

Nanoparticles, being considered as the building blocks for nanotechnology, are of great scientific interest, due
to the unique properties they often possess. Those properties are mostly attributed to the far larger surface area
of nanostructured materials compared to masses built from larger-scale blocks. From a biomedical viewpoint,
their size is what makes them a very attractive option for a variety of applications, among which drug-delivery
and biological and chemical sensing being the most predominant ones. When used for drug-delivery systems,
the nanoparticles carry a payload that consists of an appropriate pharmaceutical substance or other types of
payload, i.e. proteins, genes etc. This payload is encapsulated in a biocompatible and possibly biodegradable
coating. Due to their small size, nanoparticles can evade immune system detection and cross the blood-brain
barrier gaining access to the brain. Nanoparticles suitable for drug-delivery, such as dendrimers, nanocrystals,
polymeric micelles, lipid nanoparticles and liposomes [15] are already being manufactured. Those nanostructures
exploit their inherent biological characteristics, and are based on molecular and chemical interactions to achieve
the target-specific delivery or their biochemical sensing. In in-vitro experiments [25, 43], the target recognition
is performed by administering these nano-vehicles into a cell-culture or some other suitable substrate, whereas
in in-vivo [27, 16] experiments the nanoparticles are injected into the area of interest, either the bloodstream
or at specific animal body sites. The nanoparticles can only recognize their target and bind to it when they
randomly come in contact with it. Additionally, the process of releasing their payload lies purely on the rate
by which their protective surface biodegrades.

Notwithstanding the fact that research in this domain is still in its infants, scientists already envision a
far more effective schema, where the nanodevices will attain additional properties, such as communication and
navigation. These nanodevices can be also characterized with the term “nanorobot”.

2.2. Simulation in Medical Nanorobotics. Although a plethora of nanotechnological applications are
already commercially available [34], what is considered as a fundamentally important sector, human health, is yet
to enjoy substantial benefits. This is partially due to the very nature of medical research, which requires lengthy
periods of time, usually at least a decade, and adherence to strict protocols, before any new developments are
encompassed. Under these circumstances, computer simulations offer a great advantage towards accelerating
both the basic and applied research processes.

Computer simulations can offer an advantageous insight into medical nanorobotics. On one hand, appro-
priately designed simulations provide a method for thoroughly investigating the properties and dynamics of
virtually any conceptual system. Data can be collected and possible behavioural patterns may be discovered,
even before the physical elements comprising the system are technologically available. On the other hand, such
simulations can produce valuable information on the way those physical elements must be built.

Recognising the beneficial implications of biomedical computer simulations, a number of studies have been
published during the last decade. Unmat et al. [52] discuss the use of Molecular Dynamics, Molecular Kinematic
and Monte-Carlo simulations to assist in predicting the performance of bio-nanocomponents on a molecular level,
such as energy and force calculations, calculating all feasible conformations of a biomolecule etc. Sharma et
al. [46] discuss the potential of combining Molecular Dynamics simulations with Virtual Reality to portray more
accurately complex molecular structure models, that include unique nano-properties such as interatomic forces,
electrostatic fields around molecules etc.



Modeling Nano-Robotic Drug Delivery using Multi-Agent Systems Simulation 219

Going further to study the possible coordination and control of a swarm of nanorobots that are inserted in
body tissue, Calcavanti et al. have developed the Nanorobot Control Design (NCD) simulator [5]. In [5], the
NCD simulator is used to investigate a fractured coronary artery. The environment of the fractured artery was
initially simulated using FLUENT, a finite-volume based Computational Fluid Dynamics (CFD) package [14].
The simulation in FLUENT produces a set of output data, such as the temperature heterogeneity that is known
to exist over inflamed plaque surfaces. Those data are subsequently fed as input to NCD, along with several
other parameters produced by FLUENT, i.e. blood flow velocities in different parts of the arteries, cytokines
and adhesion molecule concentrations that are of interest etc. NCD then produces the visual representation
of the nanorobots operating environment. The authors demonstrate the applicability of NCD by using it to
determine the optimal values of trigger events that would cause a nanorobot to perform its pre-defined task. The
nanorobots, as envisioned by the authors, comprise molecular sorting rotors and robotic arms, biocompatible
exteriors and chemotactic sensors for distinguishing between different molecules and detecting possible obstacles
in their route.

NCD is used to further simulate other nanorobotic systems for medical applications, such as the potential
benefits that could rise by using nanorobots in laparoscopic cancer surgery [8]. Nowadays, the use of sophisti-
cated robotics machinery in laparoscopic cancer surgeries is widespread, with the daVinci surgical system [17]
being the cutting-edge technology used. DaVinci comprises a surgeon console, a patient-side cart and an image-
processing or insufflation stack. It is proposed by the authors to add nanorobots as a component, in order
to achieve advanced high-precision mapping of cancerous areas that the surgeon must dissect. CMOS manu-
facturing technology is suggested, with addition of chemical sensors to detect chemical changes. The authors’
simulation focuses on the chemical signal detection capabilities of 50 nanorobots inside a vessel, and on the man-
ner that the vessel size and the relative position of the nanorobots to the vessel walls can affect measurements.
Additional NCD simulations may be found in [6, 7].

Following this brief discussion on the impact that computer simulations may have on refining the charac-
teristics of future nanorobots, it is purposeful to investigate what type of model is appropriate for capturing
the dynamics of such a system.

2.3. Nanorobots as a Multi-Agent System. The characteristics that future nanorobots for medical
applications should possess are described in [38], to include biocompatibility and power to function, communi-
cation and navigation. A variety of nanorobotic design and control required functionalities is discussed in [52],
including amongst them swarm behaviour and bio-nanointelligence. The authors attribute the capability of
making decisions to the latter term. It can be therefore stated that, overall, nanorobot coordination is of
paramount importance, as nanorobots will need to coordinate their actions in a decentralized manner, to be-
have cooperatively, to be programmable and able to process information, all combined towards achieving a
common goal.

Setting aside the issue of biocompatibility, which falls mainly under the scope of biological research, the
remaining features, namely power supply, communication, navigation and coordination, have to be considered
when selecting the software approach that would be suitable for modelling a system comprising nanorobots.
Such a system can be conceptualized as a number of autonomous entities, each having own individual features
and properties, which work collaboratively towards achieving a common goal. Following this line of reasoning,
a multi-agent system appears to be an appropriate approach that captures this type of collaborative behaviour.

Holland and Melhuish [19] focused on investigating minimal agents’ systems, by simulating agents with
minimal sensing, mobility and computational capabilities either homing a static beacon or following a moving
one. Several algorithms are implemented and compared, with or without agent interaction, in an effort to
study the possible collective behaviour of micro- and nano-robots. One of the interesting findings in this work
is the capability of secondary swarms in tracing the attraction source. Towards that direction, Melhuish and
Welsby in [32], specifically studied the impact of secondary swarming by implementing some of the algorithms
from [19] in real blimp robots that were carrying 96g of Helium as a payload, and found significantly increased
performance in homing a static beacon when incorporating collective behaviour compared to employing purely
individualistic strategies.

A multi-agent system simulation is used in [41] that includes an indirect communication model (i.e. agents
with no direct communication but able to communicate with a base station), and to investigate its effect on the
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efficiency of locating a target within a complex and dynamically changing environment, comprising biological
cells that deform over time. A multi-agent simulation is designed for cancer monitoring using nanorobots [42].
Using NetLogo [54] three simple bio-inspired strategies of nanorobot target finding in complex fluid environments
were implemented and results are presented by comparing the average times of locating the target. The results
of the ran experiments indicated that all strategies were effective in locating the target within the pre-set time
limit, with the “wandering” strategy, i.e. aimlessly moving agent, adjusting direction when it senses the target,
producing the best finding times.

3. A Nanorobotic Targeted Drug Delivery System. In [37] we presented a simulation of a number
of nanorobots with chemical sensing and communication capabilities, that searched, targeted and eventually
destroyed a tumour. In particular, our scenario’s environment includes a number of cancerous cells forming
a tumour within a human body. The tumour is located in close proximity to some vascular supply and its
approximate location is assumed to be known via existing imaging techniques, therefore an appropriate injection
site near the area of interest is presumably selected. A number of nanorobots are subsequently injected to the
bloodstream with the purpose of precisely locating the tumour, and then delivering their pharmaceutical payload
so as to destroy the tumour cells.

For our simulation, we opted on simulating three different types of simple nanorobots, each group having
one main capability. Namely, some “tracking” nanorobots, bearing appropriate chemotactic sensors that can
trace the gradient of some chemical marker, some “barrier degrading” nanorobots carrying payload that can
help penetrate the vessel wall, and some “drug delivery” nanorobots carrying payload that can destroy the
cancerous cells. Our simulated nanorobots are presumed to have limited communication capabilities, that is
they are able to send and receive messages and are also limited in energy. Overall, this suggested scenario
incorporates the four key features of future nanorobots i.e. power to function, communication, navigation and
coordination. A schematic representation of the scenario is shown in Fig. 3.1.

4. Modelling and Design. In order to map the entities described in section 3, the following roles were
attributed to three different types of agents: Tracking, Barrier Degrading and Drug Delivery. We used finite
state machines extended with memory (X-Machines) [22] to formally design the agents behaviour and plans.
The following sections describe the process of formal modelling for our proposed system.

4.1. Formal Modelling with X-Machines. An X-machine (X ) is defined as: X = (Σ, Γ, Q, M, Φ, F, q0,
m0) [20], where:

• Σ and Γ are the input and output alphabets.
• Q is a finite set of states.
• M is a (possibly) infinite set called memory.
• Φ is a set of partial functions ϕ; each such function maps an input, a memory value and an emotional
state to an output and a possibly different memory value, ϕ : Σ×M × E → Γ×M .

• F is the next state partial function, F : Q× Φ → Q, which given a state and a function from the type
Φ determines the next state. F is often referred to as a state transition diagram.

• q0 and m0 are the initial state and initial memory.
X-machines are state-based machines extended with a memory structure. This particular feature makes

modelling more intuitive and leads towards refinement of the model and eventually implementation. In contrast
to memory-less state machines, the transitions between states are not triggered by inputs alone, but by functions
that accept an input and the memory values and produce an output and new memory values. Again, this leads
nicely towards the final implementation.

There are significant advantages by applying formal modelling mainly concerned with verification and
testing. In particular, X-machines have significant advantages over other methods because of their strong legacy
of theory and practice in: modelling potential for dynamically structured MAS [47], refinement, animation and
simulation [40], testing methods that prove correctness [20] with tools for automatic test generation [11], and
model checking for verification of properties [13]. It has been demonstrated that X-Machines and its extensions
are particularly useful for modelling biological and biology-inspired MAS [23].

4.2. Simulation Design. Tracking nanorobots (T-bots) are designed as reactive agents, that are initialized
in a state of moving randomly. They are able to sense their environment, and more particularly to accept as
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Fig. 3.1: Schematic representation of the targeted drug delivery scenario

input their current location and the protein levels in their surroundings. Once the protein level detected exceeds
a predefined value considered as Threshold1, they send a message to a random Barrier Degrading nanorobots
(B-bots) in the area, transmitting the corresponding coordinates. They continue moving, until they sense the
second protein level value, considered as Threshold2, and then they broadcast a message to all Drug Delivery
nanorobots (D-bots) in the area. From initialization and onwards, the T-bots are considered to spend a portion
of their initial energy with their every action, namely moving and transmitting messages. Once their initial
energy has ran out, the agents die and are removed from the system. The corresponding X-Machine model is
depicted in Fig. 4.1. The diagram is an illustration of F (the next state partial function).

The rest of the formal definition falls outside the scope of this paper. However, briefly:

• Σ = {empty space : (R,R), protein level : R} is the input alphabet;
• Γ is the output alphabet (any actions performed onto the environment and any messages sent to other
agents);

• Q = {moving, protein detected, dead} is the set of states.
• M = ((x, y), Energy, SensingRadius, ProteinTheshold1, P roteinThreshold2) is the memory holding
the position of the agent, its energy which degrades over time, the radius in which the protein can be
detected and the protein thresholds which trigger the message passing.

• Φ = {move− randomly, energy − exchausted, detect− protein, continue− searching,
inform − B − bots, inform −D − bots} is the set of functions ϕ; for instance the function energy −
exhausted is defined as: energy − exhausted(empty space, ((x, y), 0, r,
bs, ds, t1, t2)) → (”outoforder”, ((x, y), 0, r, bs, ds, t1, t2))). Similarly, the rest of the functions are de-
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Fig. 4.1: X-Machine model of Tracking nanorobots (T-bots)

fined.
• q0 = moving and an example of initial memory might be m0 = ((4, 8), 15, 2, b1, b2, b3,
d6, d7, d8, 0.14, 0.17) are the initial state and initial memory.

B-bots are initialized as idle, and awaiting for a message from the T-bots. Upon receiving this message,
they start moving towards the coordinates that are included in the message they received. Their target location
is considered to be near a vessel, since tumours need blood supply to grow and in fact stimulate the growth
of new vessels towards them by producing chemical signals, a process known as angiogenesis. Once the B-bots
reach their target location they move around in a pre-defined radius, searching for a vessel cell. When they
detect it, they release their payload and degrade it. Upon doing so, they also broadcast a message to the D-bots,
transmitting their current location that implies that a pathway has been created for the D-bots to pass through
and head to the tumour. Similarly with T-bots, the B-bots are assumed to have an initial energy that declines
over time with their actions, and once it is exhausted, the agent dies. The corresponding X-Machine model is
shown in Fig. 4.2.

Finally, the D-bots are initialized idle and waiting for a message which is initially received by the B-
bots. Upon receiving the coordinates, the agents move towards the target. By then, the T-bots have also passed
through the pathway in the vessel and have accessed the tumour, which means that they have also sent messages
with the coordinates where the higher protein level has been detected. Therefore, the D-bots receive a number of
target locations, and once again start moving towards them. Their architecture is hybrid, comprising a reactive
layer, meaning that if upon moving they come into proximity of a cancerous cell, they release their payload and
destroy it. There is also a BDI-type layer, which involves stacking the coordinate data and creating respective
goals of reaching the target cell and destroying the cell in location. The corresponding X-machine model is
shown in Fig. 4.3.

4.3. Design Constraints and Limitations. Biological systems are inherently complex, and any attempt
to model them is accompanied by applying several layers of abstraction. One of the major simplifications of our
model is that it does not take into consideration the real environment of the nanorobots in the bloodstream. In
reality, the blood itself consists of blood-cells, free macromolecules, etc., elements that are in fact considered to
be moving obstacles that the nanorobots should avoid. Additionally, when focusing on the nanoscale, electric
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Fig. 4.2: X-Machine model of Barrier Degrading nanorobots (B-bots)

forces are of paramount importance. Finally, when moving in the blood, the nanorobots’ movement will be
affected greatly by the blood flow.

Furthermore, the physical quantities that are involved in our design, such as energy, time, payload capacity
etc. are in our simulation treated as unit-less entities. If such a system was ever to be implemented, all these
parameters should be tuned to correspond to some real measurable quantities. This includes any constraints
that might be attributed to the limited resources that real nanorobots might have once developed.

Overall, it is important to stress out that our simulation does not attempt to mimic a real nanorobotic
drug delivery system, since nanorobots are still theoretical constructs, and there is no way to predict their
individual characteristics in a low-detail level. However, our work focuses on demonstrating the applicability
of MAS simulations to model a drug delivery system and in doing so, takes into consideration only a limited
number of parameters and functionalities.

5. Simulation of our model. The rapid growth of Agent Based Modelling is accompanied by an increase
in the number of software platforms that are utilized for building agent based simulations [2]. Some of the most
popular ones are Swarm [33], Repast [36], MASON [28], FLAME [9] and NetLogo [54], the latter being our
selected choice amongst the rest of candidates because it is simple and powerful enough to meet our aims. Our
choice would have been different if the simulation was meant to increase in scale and functionality.

NetLogo is both a programming language and a programmable modelling environment for simulating multi-
agent systems, with a built-in graphical user interface for immediate visualization of the simulation. Language-
wise, NetLogo supports agents with a rather extensive vocabulary of built-in primitives. Our criteria for selecting
NetLogo as the development framework include the following:

• Given that the vast majority of our system’s functional requirements involve spatial movement, the
most fundamental consideration was to utilize a platform that would natively support spatial agent
characteristics.

• Based on the user requirements, manipulating the model’s parameters and collecting the simulation
results should be accomplished in a user-friendly manner.
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Fig. 4.3: X-Machine model of Drug Delivery nanorobots (D-bots)

• Availability of runtime visualization was desirable, since this would provide the additional benefit of
observing behaviours that are not necessarily reflected on the numerical data collection.

• Agent communication should also be supported, as well as the implementation of both reactive and
proactive agent architectures.

NetLogo is a platform primarily intended for constructing social and natural phenomena models, it thus
meets the first three criteria but does not support neither agent communication nor proactive architectures [45].
Two NetLogo libraries [44] were used, one that includes procedures and reporters tailored to implement message
passing, and thus agent communication may be achieved and one for implementing some form of proactive
behaviour. The former library includes primitives for creating, sending and receiving a message that follows
closely the FIPA-ACL [50] message format.

6. Results and Experimental Analysis. The simulation graphical interface is presented in Fig. 6.1.
A simple experiment was conducted. In a scenario closely mapped to Fig. 3.1, the environment was set-up
with the upper area representing the body tissue, the middle (brown) area representing the vessel wall and the
bottom (red) area representing the blood within the vessel. Within the body tissue area, a number of tumour-
cells (purple) depicting the tumour were created in a random position, and the remaining area was filled with
body-cells (pink). Subsequently, the area surrounding the tumour was given a protein concentration property,
with a value gradually declining with distance from the tumour walls. A user-defined number of each type of
agents, namely Tracking T-bots, Barrier Degrading B-bots and Drug Delivery D-bots, were randomly initiated
in the bottom left side of the simulation area, which was selected to represent the injection site. Three possible
experiment outcomes were identified:

1. Tumour eliminated : no more tumour cells left in the simulation world;
2. Failure to eliminate tumour : no more D-bots left but at least one tumour cell exists;
3. Failure to complete experiment : one or more D-bot fail to transition from idle state because all B-bots

fail to degrade even one vessel cell.
By using the integrated NetLogo BehaviorSpace tool, a number of experiments were executed for different

sets of parameter values, and with 500 simulation runs for each experiment. Although normally a thorough
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∆
() Initial Setup

∆
() A B-bot degrades vessel cell

∆
() D-bots destroying tumour cells

∆
() Tumour elimination

Fig. 6.1: Simulation Interface: The graphical interface developed to run the simulation

statistical analysis would be required, at these early stages we decided to run simple experiments in order to
visualize the agent models created as well as to verify certain aspects of the experiments which were intuitively
predicted. The stochastic elements in these experiments are simply based on the random setup of the agents as
well as on their random move. Apart from this, individual agents were designed to operate in a deterministic
way which however in collaboration results in an emergent behaviour.

The experiments were grouped into four categories, one for each set of parameters, i.e. number of T-bots,
number, payload capacity and sensing radius of B-bots, number and payload capacity of D-bots and energy.
The purpose was to estimate how different values for each of these entities would result in one of the three
possible outcomes. For each experiment in a group, the relative frequencies of occurrence of the three possible
end-results were calculated.

The results were qualitatively assessed and interpreted under two perspectives. On one hand, some con-
clusions were drawn that indicate the effect of the parameter values on the designed simulation outcome. On
the other hand, the results were considered as likely offering some insight on how to improve the design of the
system, hence, produce a more efficient or error-free model. Lacking any real-life experimental data to compare
our results with, the model itself was validated against the main objective of tumour destruction.

The first conclusion that was drawn is that the system was able to accomplish the set goal of tumour
elimination. As the results indicated, even with a low numbers of T-bots and B-bots, and even with a low D-bot
payload capacity and sensing radius, it was still possible to eliminate the tumour. Nevertheless, the highest
percentages of tumour elimination were achieved for high numbers of active agents. Various experiments have
verified the intuition one might have about the importance of the three parameters in the simulations. For
instance, failure to eliminate the tumours is related to the number of agents of each type. This is apparent
when we incrementally increase the number of agents of each type, as shown in Fig. 6.2. However, the results
indicate that the effect of increasing numbers of T-bots and B-dots becomes important for low numbers of
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agents. The corresponding curves reach a plateau, and numbers higher than do not seem to lead to higher
success percentages. Similarly, regarding the D-dots, a minimum threshold appears to exist, in the sense that
with less than 8 D-bots the percentages of successful outcomes were close to zero. A steep increase appears after
above between 8 and 10 D-bots, and once again, a plateau seems to emerge for slightly higher numbers. This
observation suggests that there is a narrow band of appropriate values for the number of D-bots. Naturally, this
observation is strongly correlated to the specific model, however, this phenomenon is a fitting example of how
MAS simulations may offer advantageous insight into better understanding and possibly improving complex
systems.

∆
() T-bots

∆
() B-bots

∆
() D-bots

Fig. 6.2: Frequencies of outcomes plotted against numbers of agents

Further observations include:

• The effects of the B-bot sensing radius and payload capacity and the D-bot payload capacity were
investigated. Regarding the B-bots, it appeared that even with a maximum value for their number, the
percentage of tumour elimination is very low. This was attributed to the fact that —in the specific
design— for the B-bots to penetrate the vessel wall they needed to degrade two consecutive vessel cells.
With the payload capacity and the sensing radius set at the minimum value, tumour elimination was
an extremely rare occurrence.

• It was also estimated that the B-bot payload parameter affected the outcome substantially more than
the sensing radius. Indeed, when the payload was minimum, even with a high sensing radius, the
“Tumour eliminated” outcome was quite rare, with recorded frequencies ranging from 1.83% to 3.33%.
On the contrary, a minimum percentage of 15% was recorded when the payload was set to a medium
value. This effect, however, is not observed for the maximum value for the sensing radius, implying that
its significance lessens from a certain point onwards. Even with both parameters set on their highest
values, tumour elimination was recorded in roughly 65% of the cases. This result, compared to the
percentages of the control experiments (medium values for all parameters), supports the argument that
the number of D-bots affects the outcome more strongly than the B-bot payload and sensing radius.

• The D-bot payload appeared to contribute greatly to the outcome, where an increase reaching almost
88% for successful tumour elimination was observed when the corresponding parameter was set from
low to medium. However, this increase became minimal between medium and high values for the same
parameter, implying that its contribution had reached a plateau. This observation could offer insight
on determining the optimum payload capacity, should such a system be realized in real-life.

• A set of experiments were designed specifically to estimate the effect of the energy parameter, that would
be of special interest should such a system ever exist in reality. The results are shown in Fig. 6.3. The
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percentage frequencies of occurrence of the “Tumour Eliminated” and “Failed to Eliminate Tumour”
outcomes were plotted against the corresponding values of the energy parameter, while maintaining
average numbers. A correlation may be observed between the two sets of variables, indicating that
as the energy values were incrementally increased, the probability for tumour elimination increased as
well, whereas the probability for failure to eliminate the tumour decreased. Additionally, for energies
lower than 100, the agents could not achieve tumour elimination, whereas for energies higher than 600,
the percentage of success seems to remain unaffected. Once again, this indicates that MAS simulations
could possibly be used to identify lower and upper limits in the values of parameters of interest, should
such a system ever be realized. The line for the “Failure to Complete Experiment” outcome is not
plotted, as it has no practical value. However, the percentage of its occurrence may be directly deduced
from the graph.

Fig. 6.3: Frequencies of Tumour Eliminated and Failed To Eliminate Tumour outcomes plotted against the
energy values.

Regarding the system’s overall functionality, the experiments served as an indirect validation against the
set requirements. A successful outcome, i.e. a “Tumour eliminated” result was reproducibly achievable. The
observed “Failed to complete experiment” high percentage in experiments with all parameters set to their lowest
values was anticipated. It was a design decision to favour energy preservation over experiment completion
concerns, by initializing both B-bots and D-bots awaiting for a message before exiting the initial idle state.
This lead to the possibility of these agents staying inactive, in the case that not enough T-bots managed to
sense the protein gradient. Nevertheless, the observed percentages in subsequent experiments with high values
for the agent parameters, suggest that a better design should perhaps be considered, to combine both energy
preservation with optimum experiment completion occurrences.
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7. Nanorobotics: Simulation versus Reality. Currently, the nanorobots as envisaged in our system,
are purely theoretical artifacts. Nanorobots are a distant and ambiguous concept. However, researchers in-
volved in the domain insist that studying and attempting to mimic nature’s molecular machines, which have
been working and optimizing their functionalities over millions of years, might be the best approach towards
fabricating real nanorobots. A roadmap proposed in [30] describes the following steps, yet far from reality:

• Developing bio-nanocomponents, such as bio-nanosensors and bio-nanomotors;
• Assembling the bio-nanocomponents into bio-nanorobots;
• Developing the concepts for nanorobot collaboration (bionanoswarms), establishing the methods for
distributive intelligence, programming and control;

• Developing and implementing automatic fabrication methodologies.
Technology nowadays allows for fabrication of micro- rather than nano-components. Spiral-shaped devices

with lengths of approximately 50 µm, that are able to swim in a controlled fashion under weak magnetic field
application have already been constructed [55]. Fabrication of a prototype autonomous robot of size 3.9 × 3.9 ×
3.3 mm3, with communication, locomotion and energy storage capabilities is possible [12]. The first controlled
vertical flight of a 19 mm sized microrobot has been announced [39]. These technological advances are merely
mentioned to report the current status of microrobotic fabrication, indicating that manufacturing capabilities
become more limited as size decreases.

However, what is of significant interest from a MAS viewpoint is the prospects of nanoro-botic communica-
tion and collaboration. To achieve nanorobotic collaboration, strategies for communication among nanorobots
must be designed. Communication by means of acoustic waves has been recently investigated by Hogg and
Freitas, and findings were reported in [18]. Spherically shaped robots of three different radii; 0.5 µm for the
size of an isolated nanorobot, 5 µm for nanorobot aggregates that would address tasks requiring greater than
individual capabilities, and 50 µm for the size of tissue-embedded signal repeater stations were mathemati-
cally investigated. It was concluded that communication could occur at 104 bits/s, over distances of 100 µm,
depending on available power and on safety constraints (i.e. nanorobot heating).

Another approach towards communication is once again inspired by nature, namely chemical signalling. This
method for communication has been observed both in the macro-world (ants that release and sense pheromone
trails [21]) and in the microworld (bacteria that produce and respond to signalling molecules called autoinducers,
in a process called quorum sensing [49]).

The issue of coordination will require far more elaborate mechanisms. Swarm intelligence may currently
be investigated only via computer simulations. The decentralized movement coordination by implementing
an enhanced version of common flocking algorithms is investigated [1]. A framework based on an adopted
variation of the Artificial Bee Colony algorithm is also proposed [35]. It is evident that the actual fabrication
of nanorobot-swarms will require the realisation of individual nanorobot assembly first, but researchers are
committed to explore such models in anticipation of the technological breakthrough.

8. Conclusions and Future Work. We demonstrated how Multi-Agent Systems can assist in simulating
drug delivery in unhealthy tissues by a set of collaborating nanorobots. Despite the fact that such a system
is far yet from becoming reality, MAS appeared to be an applicable solution in modelling and identifying a
number of key-issues. A targeted drug delivery system was designed, including formal models of agents that
work together in order to treat a tumour located inside some bodily tissue. A simulation based on the formal
models was developed in order to demonstrate how various parameters affect the overall treatment.

Further work would include improvement on the design of MAS. This could include enhancing the agent
communication, from simple message passing to implementing some existing agent interaction protocols, i.e.
introducing some form of negotiation. Another improvement includes refining the parameters to be investigated
in a more pragmatic manner. Blood elements might be added as obstacles in the nanorobot movement, and
blood flow may also be considered. Furthermore, inclusion of physical properties, such as blood viscosity, tissue
density and electric current can result in a more detailed system.
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1. Introduction. The increased global competition in most domains (such as industrial and commercial)
with dynamic, complex and extending business markets represents a challenge for the adoption of new ICT-based
solutions, especially in virtual environments provided by the Internet, where real world organizations, enterprises
and institutions can have a virtual presence and can join into virtual enterprises for common business goals.
Domains such as automotive industry, electronics and telecommunications have adopted this kind of solution.
Virtual enterprises can offer a very good opportunity for dynamic cooperation between partners enterprises in
order to increase the business profit based on better adaptability to the changing business markets.

Several research projects were developed worldwide during the last two decades, focusing on the study of
VEs at the modelling level, as well as at the implementation level, in real world applications and in other
collaborative networks (e.g. in education and research). Examples of such projects are PRODNET, VEGA,
MASSYVE, BIDSAVER, ECOLEAD, SPIKE, BIVEE and NIIIP. The current research focuses in two principal
directions: development and testing of new applications (real world VEs testbeds), and new or improved
modeling methods, development methodologies and frameworks. Other research issues are concentrated on new
techniques and methods for particular tasks solving (e.g. VE partners search and selection, VE formation,
contract negotiation).

Three main modelling approaches were proposed so far for VEs [28]: the object-oriented business process
modelling, the holons and the intelligent agents-based modelling, and the ontological modelling. Among the pro-
posed models for VEs, multi-agent systems seems to be the best choice for modelling and for the implementation
of real world applications (geographically distributed) [6]. An agent-based virtual enterprise (ABVE) takes all
the advantages provided by intelligent agents used in distributed applications. Therefore, multi-agent systems
are more suitable due to their basic characteristics of flexibility, modularity, distributivity (e.g. geographically
distribution, tasks distribution), as well as some characteristics that could be added (such as adaptability and
learning) in order to improve the ABVE performance and scalability.

In this paper it is proposed a generic framework for virtual enterprises development, VE-Frame, based on
ontologies, and an agent-based virtual enterprise model, ABVE-Construct, for the civil engineering domain. We
have started the development of the model from an early research work reported in [23], which presented an
ABVE VIRT CONSTRUCT, for private houses construction, and we have extended the work reported in [22]
with the VE development framework, VE-Frame, a detailed description of the ABVE-Construct model, and a
discussion about a case study of using the model for a building construction scenario and the model adaptation
options for other domains of applications.
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The building construction task can be seen as a manufacturing problem, where the business goal is to provide
the building according to the customers requirements. In this case, the typical structure of a VE includes apart
from the main construction enterprise, the construction materials suppliers as well as other partner enterprises
(e.g. enterprises executing the installations and the domestic services, i.e. utilities connection). The application
of VEs in civil engineering can improve the overall building construction business quality.

New challenges arose in the last years in this domain: supply chain management for a better construc-
tion activity performance [16], building energy performance analysis, zero carbon buildings construction [33],
intelligent buildings construction, computer-aided 3D building modeling, simulation of building construction
activities in order to make re-design or revision/refinement design and to set for example, a safe workplan ana-
lyzing various risks (e.g. risk of collisions on the construction site), and a real-time context aware computing,
as well as the new business opportunities arising in the virtual markets for developing virtual enterprises in
buildings construction.

The rest of the paper is organized as follows. Section 2 discusses some generalities about the virtual
enterprise and a brief review on related work. The VE development framework, VE-Frame, and the agent-based
virtual enterprise model, ABVE-Construct, are introduced in Sect. 3. A case study of using the model for a
building construction scenario, and the model adaptation options for other domains of applications are discussed
in Sect. 4. The final section concludes the paper.

2. Background and related work. A virtual enterprise represents a temporary alliance between some
networked enterprises (VE partners) that have a common business goal and will to cooperate. The VE partner
enterprises share skills and competencies in order to achieve the VE goal and to exploit the business opportunities
of fast changing markets. The lifecycle of a virtual enterprise has three main phases: the VE creation, the VE
operation and evolution, and the VE dissolution. The VE creation includes VE initiation, VE partners search
and selection, VE contract negotiation etc. The business process is performed during VE operation. The VE
evolution is determined by some events that can occur during VE operation, as for example, the change of the
business plan and the replacement of a VE partner. The VE dissolution is performed when the VE finishes its
business process or the VE operation is stopped as a decision of all VE partners.

On the VE formation success depends the future VE business performance. Most of the research work
reported in the literature is focused on this topic.

2.1. VE Partners search and selection. The VE partners are found by using some partner search tools
as for example, recommending systems (e.g. yellow pages agents, facilitators) or the internal list that the main
contractor keeps, based on its previous work experience.

Various criteria are used for partners enterprises selection such as trust, commitment, successful cooperation
history, reputation, experience, risk, reliability, skills, cost, time, distance, value-added services, environmental
issues etc. These criteria are divided in two classes: non-negotiable and negotiable. Examples of non-negotiable
issues are past cooperation performance, reputation, technology, trust, commitment, production capacity. These
issues are usually qualitative criteria used during the pre-selection phase when potential partners are selected
from interested partners. Negotiable issues such as price, quality, service, delivery are used during the final
selection phase when the VE partners are selected from the potential partners, based on the content of their
bids. In the last years more researchers have started to tackle the VE partners selection as a multi-criteria
decision making problem, for multiple products and/or services. The partners are ranked by using a specific
method. An example is given by the TOPSIS method [15] that ranks the alternative solutions according to
their distances from the ideal alternative and the negative ideal alternative.

Among the variety of techniques and approaches that were used for VE partners selection and VE formation,
we mention some of them.

VE partner’s selection: agent interaction protocols [27], the TOPSIS method [15], a fuzzy extension of the
TOPSIS method [9], the use of particle swarm optimization (PSO), a metaheuristic, inspired from nature [35],
a partners selection approach for multiple products / services by taking into account the synergy effects (e.g.
complementarities and substitutability) between products / services [32], a new method based on vague sets
and PSO that uses as selection criteria factors such as the satisfaction degree, due date, cost, precedence of
tasks [14].
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VE formation: a direct reputation model [2], an organization-based coalition formation, based on a novel
distributed algorithm improved by a reinforcement learning technique that optimize the decision made by
the agents inside the VE [1], a dynamic formation of a VE for the transportation domain [5], and for the
environmental management [3].

The current trends in the VE development research include apart from the application of metaheuristics
in the VE formation, various advanced negotiation techniques (see e.g. [21] for the negotiation in the VE
formation process, and [25]), as well as the inclusion of some environmental issues in the VE partners selection
criteria, as for example, the green enterprise, i.e. an enterprise that uses or produces green materials, green
components, new energy friendly products, that applies advanced technology of products recycling and disposal,
with pollution control on air emission, waste water, as well as low energy consume, by saving electric and heat
energy etc, and also, the product eco-design. A recent research work on the development of an ecological VE is
reported in [31], where the focus is made on the ontological involvement in the VE.

2.2. Methodologies, frameworks and platforms for VE and ABVE development. A design
methodology is presented in [13] that facilitates coordination and development of context-aware workflow man-
agement systems for the agent-based virtual enterprise. Other methodologies for VE development include those
reported in [11] and [17]. An architecture-driven modeling approach for VE engineering is given in [28]. The
implementation of a generic life-cycle assessment (LCA) methodology for ecological sustainable development
applied in civil engineering (i.e. environmental improvement in the building sector) is discussed in [10]. More
research efforts are directed to the design and implementation of various platforms for collaborative networks,
as support tools of the VE development infrastructure or for electronic institutions. For example, an early work
reported in [18] introduced Agora, an infrastructure for cooperative work support in multi-agent systems, that
was used for VE, while recent works introduce a service-oriented framework for virtual organizations support:
a collaborative network in [26], the SOAVE platform in [19], the PaaS framework in [29], and the VirtES,
a VE simulator in [8]. Some methodological issues about the development of agent-based VEs are described
in [6, 17, 18, 23] etc.

Few methodologies and frameworks that were reported in the literature provide a domain-independent view
on VE or ABVE development by taken into account the main phases of software development.

Two major artificial intelligence approaches were applied in the civil engineering domain: knowledge based
systems and multi-agent systems. From the knowledge based systems that were reported so far in the literature,
we have selected one that has a possible applicability in the implementation of a VE as a multi-agent system.
In [20] it is introduced an integrated knowledge based system, ICEMS, for alternative design decisions, materials
selection and cost estimating for pre-design analysis in civil engineering. An ICEMS like system can be integrated
in an ABVE, at least, for the building design phase. Regarding the multi-agent systems approach, it was applied
so far to VE modeling in the building construction domain (see e.g. [9], [24], and [34]). Both approaches can
be used in the development of an ABVE in the civil engineering domain.

Our research work was concentrated on the development of a generic framework for VEs development, VE-
Frame, based on ontologies, and of an agent-based VE model for the civil engineering domain, ABVE-Construct.

3. The development of an agent-based virtual enterprise. Virtual enterprises can be modelled in
a natural way as multi-agent systems, being distributed applications. Before doing an agent-based modelling,
we can develop the VE by using a certain methodology or framework. We have designed a generic framework
for VE development, VE-Frame, that can be adapted for the agent-based model or any other VE model. The
main characteristics of the framework are flexibility and adaptability. Also, it is enough general in order to be
used for any domain of application and with any VE type.

3.1. VE-Frame - a generic framework for VE development. The generic framework, VE-Frame, for
VE development was derived from the main phases of software development: analysis, design, implementation
and testing. Details related to the VE are provided for each phase and we have included a new phase, the
conceptualization of the business domain (i.e. ontology development), that is important for the development
of a VE in the next phases: VE Design and VE Implementation. Figure 3.1 shows the workflow of the generic
framework VE-Frame.
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Fig. 3.1: The workflow of the generic framework, VE-Frame

The main steps for the application / adaptation of the framework to a domain are: VE business analysis,
VE ontology development, VE design, VE implementation and VE testing. They are detailed as follows.

1. VE business analysis i.e. problem analysis (business analysis starting from the selected business
opportunity with customer requirements and provides the VE specification)

• identification of the business domain and the main business goal (i.e. the VE goal), decomposing
the goal into sub-goals and correspondingly, the main business task into sub-tasks, provide a
preliminary form of the business work plan;

• resume the functionalities, roles and list of responsibilities, the information flow (with inputs/
outputs), the business rules, norms, legislation, a preliminary form of the contract between the
customer and the main contractor;

• identify the activities, the working environment, the needed resources (e.g. skills, competencies,
abilities, personnel, data, equipment and tools, materials) etc;

• identify the main needed enterprises (future main contractor / VE coordinator enterprise and VE
partners) that will cooperate in order to fulfill the business goal, describe the list of requirements for
each enterprise (coordinator enterprise or the main contractor enterprise and partner enterprise),
and provide a preliminary VE model;

2. VE ontology development (conceptualization of the business domain)
• choose an existing VE ontology for the business domain or develop a VE ontology starting with
the general VE ontology (with terms specific to any VE), and adding the domain specific VE
ontology; - during all the phases of VE lifecycle, the partners, the coordinator and the customer
will use in their interactions concepts from the VE ontology which is a shared resource;

3. VE design (organizational model, general and detailed architecture, design or choose the main strategies
and procedures used in main contractor / coordinator and partners search and selection, contract and
sub-contract negotiation, VE coordination mechanism, VE operation and evolution, VE dissolution etc)
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• design the VE organizational model or choose an existing one (e.g. explicit consortium, internal
consortium, sub-contracting and partnership);

• design the VE architecture based on the VE organizational model and the preliminary VE model
(step 1);

• design or choose the partners search and selection procedure (e.g. auctions), the contract and sub-
contract negotiation models, the coordinator and partner enterprises coordination mechanism, and
other strategies and protocols needed for the good functioning of the VE;

• design each enterprise (VE coordinator, VE partner) from the VE (starting from the main VE goal
and the sub-goals and sub-tasks that are associated with that enterprise), including the databases
and non-legacy software;

4. VE implementation
• choose a software platform (e.g. one with incorporated VE infrastructure) or design and implement
one;

• implement the VE on the software platform;
5. VE testing

• validate the developed VE for the VE lifecycle: creation, operation, evolution and dissolution.

The organizational model of the VE must be chosen in step 3 (VE design) according to the application
domain. Four main organizational forms are possible (as stated in [6]): explicit consortium, internal con-
sortium, sub-contracting and partnership. Each organizational model imposes certain types of relations and
responsibilities between the VE partners. Thus, the VE Coordinator is not necessary in all possible models.

The coordinator enterprise will perform the phases of VE initiation, VE operation and evolution, and VE
dissolution, when the VE will end its activity. Before dissolution, the coordinator enterprise will assess and
register the partners performance in order to be used by the partners selection tools in future VE creation.

In the case of an agent-based VE, the steps 3 and 4 will be adapted for the use of intelligent agents. For
example, in step 3 it will be chosen or designed the architecture of each type of agent from the ABVE model
(e.g. deliberative architectures such as BDI, reactive architectures or hybrid architectures). In step 4 it will be
chosen an agent-based platform (usually, a FIPA compliant one).

3.2. The agent-based VE. In an agent-based model of a virtual enterprise, each enterprise has associated
at least one agent that represents the enterprise in the virtual enterprise. The types of relations between the VE
partners have an influence onto the ABVE model. For example, depending on the organizational model that was
chosen, a VE Coordinator is necessary or not. In our ABVE model we have considered that the organizational
model requires a VE Coordinator (as e.g. partnership, sub-contracting), responsible for the agents coordination
and for the success of the VE business.

The VE has a goal that is achieved by a set of activities (i.e. tasks) which are performed by a set of roles
(i.e. a kind of behaviours). In an ABVE, the agents fills the roles. Figure 3.2 shows the roles diagram (UML)
for an agent-based VE. The main sub-roles of an ABVE are coordinator and partner.

An ABVE can be defined as a set of the following entities: the ABVE coordinator agent (CoordAgent)
and the list of ABVE partners agents (PartnersAgents), the common business goal (BGoal), the business work
plan (BWorkPlan), the ABVE infrastructure (usually, a multi-agent platform), and the shared ABVE ontology
(containing all terms used in the messages exchanged by the agents of the ABVE, and the relations between
terms):

ABVE = {CoordAgent, PartnersAgents, BGoal, BWorkPlan, ABVE-Infrastructure, ABVE-Ontology}

The infrastructure of an ABVE includes the coordination and communication mechanisms, as well as the
resources, databases and knowledge bases. The coordinator and partners search and selection mechanisms, the
contract negotiation strategy are also included.

3.3. The ABVE-Construct model for civil engineering. In this section it is introduced the ABVE-
Construct model that is defined by a generic architecture, the roles diagram, a description of each agent with
the associated tasks, the ontology, the ABVE lifecycle algorithm, the ABVE creation algorithm, the partners
selection mechanism, and the ABVE functioning diagram.
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Fig. 3.2: The roles diagram for an ABVE (UML)

3.4. The ABVE-Construct Generic Architecture. For the civil engineering domain, the business
goal is the building construction, and the specific VE requirements list is derived from the customer list of
requirements. We have chosen as VE organizational model the sub-contracting model, which reflects better the
reality. Figure 3.3 shows the generic architecture of a VE applied in civil engineering. We have considered a
simplified version of the building construction problem in which there are four types of enterprises: the main
construction enterprise (E1), contracted by the customer, a building designer enterprise (E2), an enterprise
doing the installations and construction utilities connection (E3), and a suppliers enterprise (E4).

The agent-based virtual enterprise model associates to each of the four enterprises, and to the customer a
software agent. So, the whole agent-based system has five agents. Each agent of the ABVE (i.e. except the
customer agent) has a database and a knowledge base. In the case of the civil engineering domain, the databases
include, for example, data about various construction materials (such as bricks, concrete blocks, panels, wood
tiles, carpet, ceramic tiles). The knowledge bases contain rules from the civil engineering domain, that are used
by the agents when reasoning and executing their tasks.

3.5. The Roles Diagram. Figure 3.4 shows the roles diagram (in UML) for the ABVE-Construct model.
Examples of roles are Customer, Designer Enterprise, Suppliers Enterprise. A role is described by the position
in the ABVE and a list of responsabilities. For example, the Designer Enterprise role has the position of ABVE
partner enterprise being subordinated to the Construction Enterprise role and its list of responsabilities includes
design, re-design, revision and refinement of building architect drawings.

3.6. The Agents Description. Agents are associated with roles. Each agent is described by a set of
percepts, actions, goals, environment (PAGE description) as shown in Table 3.1.

The main contractor / ABVE coordinator will decompose the business goal, Building Construction, in
subgoals and subsequently in a set of four main tasks T1, T2, T3, T4 that will be distributed to the ABVE
partners for execution during ABVE operation. These tasks are T1 = building design; T2 = supply materials,
equipment and other resources; T3 = building construction execution; T4 = installations execution and utilities
connection. A task is composed by a set of activities included in the task execution plan. Each activity has
time constraints, resource requirements and some relations with other activities (e.g. precedence relations). The
ABVE partner enterprises will decompose their main task in subtasks. Some examples of tasks and sub-tasks
performed by the agents of the ABVE-Construct model are given in Table 3.2. The Construction Agent will
decompose the task Building Construction Execution (T3) in seven sub-tasks: foundation work, bricklaying and
roof skeleton work, ceiling and floor work, mortar work, carpentry work, roof work and painting.

3.7. The ABVE-Construct Ontology. The ABVE-Construct model uses an ontology derived from a
generic ontology of a VE as discussed in [12]. The ontology integrates a basic ontology with terms specific to any
virtual enterprise and a specialized ontology with terms from the civil engineering domain that were extracted
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Fig. 3.3: The virtual enterprise generic architecture for civil engineering

Fig. 3.4: The UML roles diagram for the ABVE-Construct model

mainly from [7]. In this specialized ontology we have added terms from other domains such as building design,
building installations and domestic services. A first version of the ontology was developed in Protégé [37],
a Java-based ontology editor. Examples of terms from the ABVE-Construct ontology are as follows. Basic
VE terms: Activity, Resource, VE-Coordinator, VE-Partner, Personnel, Tools, Equipment, BusinessGoal. Spe-
cialized terms: Residential Building, ArchitectDrawings, EngineerDrawings, Construction Materials, Architect,
Engineer, bricks, BuildersPlant etc. Examples of relationships between terms are: isa (is a), ako (a kind of),
part of, has. Figure 3.5 shows a screenshot from the ABVE-Construct ontology. Each term, viewed in Protégé
as a class, is described by a set of slots (i.e. attributes) that have a name, cardinality, type and other facets.
Also, the role (abstract, concrete), a documentation (usually, a definition of the term) and a set of constraints
(if any) are specified. Details of the class hallow brick 10cm are provided in Fig. 3.5.
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Table 3.1: The PAGE description for the agents of the ABVE-Construct model

Agent Name
PAGE Description

Percepts Actions Goals Environment

Construction Customer Pre-Design, Building Multi-agent

Agent Requirements Contract Negotiation construction platform

List Partners Search according to Internet

(Main Contract and Selection the customer

Contractor) Sub-contract and contract

Negotiation requirements

ABVE Formation,

Operation, Evolution

and Dissolution

Building Construction

Execution

ABVE Coordination

ABVE Management

Designer Agent Customer Design, Re-Design Building design Multi-agent

Requirements Revision, Refinement according to the platform

List customer and Internet

Engineer subcontract

Drawings requirements

Sub-Contract

Suppliers Agent Materials list, Provide Construction Supply all needed Multi-agent

Equipment Materials, Equipment materials, equipment platform

and other Tools and other and other resources Internet

Resources Resources necessary to according to the sub-

Sub-Contract building construction contract requirements

Installations Building Installations Execution All instalations Multi-agent

Utilities Agent Drawings Utilities Connection execution and all platform

Sub-Contract utilities connection Internet

according to the

building drawings and

sub-contract

3.8. The ABVE-Construct Lifecycle Algorithm. We have formalized the main phases from the
ABVE-Construct lifecycle under the form of an algorithm, written in pseudocode and shown in Fig. 3.6.
The main steps of the algorithm are: the ABVE coordinator selection (main contractor selection), the business
pre-planning, contract negotiation between the coordinator agent and the customer agent, the ABVE creation,
the ABVE operation and evolution and the ABVE dissolution. The selection of the coordinator construction
enterprise is realized by using a specific selection mechanism (named SelectM), composed by a Contract Net
Protocol (CNP) [30], and a negotiation [25]. In the first phase of the ABVE lifecycle, the ABVE is created and
configured. In the operation phase, the ABVE performs the business plan in order to achieve its goal (building
construction). The evolution of the ABVE may arise during ABVE operation when exceptional events occur
as e.g. the change of the business plan and the temporary incapacity of a partner, events that will lead to
partner roles changing or the replacements of a partner. The dissolution phase is initiated when the ABVE
achieved its goal. Before dissolution, the coordinator enterprise will assess and register (e.g. in its databases
and in some public databases) the partners performance in order to be used by the partners selection tools in
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Table 3.2: Examples of tasks and sub-tasks performed by the agents of the ABVE-Construct system.

AGENT NAME TASKS/SUB-TASKS

Construction Agent Sub Tasks specific to Task: Building Construction Execution

(Coordinator Agent) TE1-1: Foundation work

TE1-2: Bricklaying and roof skeleton work

TE1-3: Ceiling and floor work

TE1-4: Mortar work

TE1-5: Carpentry work

TE1-6: Roof work

TE1-7: Painting,...

Designer Agent TE2-1: Building design

TE2-2: Re-design

TE2-3: Refinement,...

Installations Utilities TE3-1: Serverage

Agent TE3-2: Heating installation work

TE3-3: Electricity installation work

TE3-4: Telecommunications installation work

TE3-5: Utilities connection

Suppliers Agent TE4-1: Supply construction materials

TE4-2: Supply equipment and other resources,...

the future ABVE creation. A similar assessment and registration can be done by the customer regarding the
main constructor enterprise performance.

3.9. The ABVE Creation Algorithm. The ABVE creation phase is detailed in Fig. 3.7. After decom-
posing the business goal in the major subgoals, for each subgoal it is made the search of the interested partners,
the selection of the potential partners, the negotiation of the subcontract with these latter ones, and finally, the
selection of the agreed partner according to the negotiation results.
The contract between the customer and the main contractor (the ABVE coordinator agent) is defined as follows.

Contract(Customer, Coord)={BGoal, BWorkPlan, NegotiatedPrice, DutiesObligations, LiabilitiesDefinition,
OtherClauses}

In our case, the contract is an agreement between the customer and the coordinator enterprise (Construc-
tionAgent) regarding the specific common goal of building construction, and the plan of actions to accomplish
it (i.e. the business work plan) as well as the negotiated price for the whole building construction work. The
actions included in the business work plan are grouped in tasks that are allocated to the ABVE-Construct
partners. The contract specifies the duties and obligations of the involved parties. The same is for the sub-
contracts agreed between the coordinator enterprise and the partners (sub-contractors). The ABVE-Construct
structure includes the list of partners enterprises with their corresponding subcontracts agreed between each of
them and the ABVE coordinator. When the ABVE is initiated by the coordinator, interested partners send
their bids that are analyzed by the coordinator and a negotiation will start with the potential partners till
an agreement is reached. Figure 3.8 shows the ABVE-Construct creation phase. The steps 2.1, 2.2 and 2.3
from the ABVE-Creation algorithm are graphically represented in this figure for all the subgoals. The cluster
formation (i.e. interested partners search), and the potential partners selection is realized via a Contract Net
Protocol. The subcontract is negotiated, agreed and signed after multiple negotiation rounds (with proposals
and counterproposals).

3.10. The Partners Selection Mechanism. The partners selection mechanism is based on a Contract
Net Protocol [30] and an integrative negotiation of the subcontract with rounds of proposals and counterpropos-
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Fig. 3.5: Screenshot from the ABVE-Construct ontology (in Protégé)

als [25] (Fig. 3.8). Figure 3.9 shows an example of an auction-based coordination model during ABVE-Construct
partners selection.

In our ABVE-Construct model we have considered that for the selection of the VE main contractor (the
VE Coordinator) and for the partners selection it was applied the same mechanism: a CNP (for coordinator
/ partners selection from the interested ones) and an integrative negotiation (for contract / sub-contract ne-
gotiation). In case the CNP fails, a new call for proposals (CFP) is launched (eventually, with some changes
based on the feedback from the first one). In case the contract / sub-contract negotiation fails, it is started a
negotiation with the next ranked potential partner (if any, selected during CNP) or a new CFP is launched.

At the end of the ABVE-Creation procedure run, the agent-based VE, ABVE-Construct is set and prepared
to start the next phase, that of ABVE operation, i.e. of the building construction according to the contract
signed between the customer and the main contractor / coordinator enterprise.

3.11. The ABVE Functioning Diagram. The main steps of the ABVE-Construct functioning are as
follows:

START ABVE-Construct Business

1. Construction Enterprise selection and contract negotiation → done by the Customer Agent
2. Partners search and selection; sub-contract negotiation; Pre-design of Engineer Drawings; Business

work plan setting → done by the Construction Enterprise Agent
3. Designing, Re-designing, Revision / Refinement → done by the Designer Enterprise Agent
4. Supply construction materials, equipment and other resources → done by the Supplier Agent
5. Building Construction work plan execution → done by the Construction Enterprise Agent
6. Installations work plan execution; Utilities connection → done by the InstallationsUtilities Enterprise

Agent
7. Building reception → done by the Construction Enterprise Agent and the Customer Agent
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Fig. 3.6: The generic algorithm for the ABVE-Construct lifecycle

8. Final payment → done by the Customer Agent
STOP ABVE-Construct Business

Figure 3.10 shows the diagram of the ABVE-Construct functioning.

An example of an interaction diagram for a scenario of the ABVE-Construct lifecycle is given in Fig. 3.11.
The messages exchanged between the agents, the tasks executed by agents, the ABVE creation and the ABVE
dissolution phases are marked in the diagram. The interactions are chained in chronological order. The tasks
are represented as dashed rectangles.

3.12. ABVE-Construct System Design. We have used for the ABVE-Construct system design the
Prometheus Design Tool (PDT) version 2.5 [36], a graphical editor, written in Java, which supports the agent-
based systems design within the Prometheus methodology (described in the handbook [4]). The main phases of
the methodology are: system specification, architectural design and detailed design. Each phase provides a set
of diagrams and textual descriptors in terms of actors/agents, percepts, messages, scenarios, protocols, goals
depending on the type of diagram. The ABVE-Construct business goal, Building Construction Business Goal,
was decomposed in four major subgoals (the root node is an AND node): Building Design; Supply Construction
Materials, Equipments and Resources; Building Construction Execution; Installations Execution and Utilities
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Fig. 3.7: The ABVE-Creation algorithm

Connection. Figure 3.12 shows the ABVE-Construct goal overview diagram.

The ABVE-Construct system roles diagram is given in Fig. 3.13 and the ABVE-Construct system overview
diagram is shown in Fig. 3.14.

4. Case study. We have considered as a case study a specific building construction task: residential
building construction, with the following scenario. Before the creation of the ABVE, the customer (a person
or an institution) will announce the business goal (i.e. residential building construction) with all the customer
requirements given in Fig. 4.1, and will receive bids from the interested civil engineering enterprises as main
contractors.

The customer will select the agreed construction enterprise, and the next steps of the ABVE-Construct
lifecycle will be run according to the algorithm given in Fig. 3.6. In this section we discuss the Designer
Enterprise selection from the ABVE-Construct creation phase. Figure 4.2 shows the interaction diagram for
this case study. We have represented the selection of the Construction Enterprise and of the Designer Enterprise.

In the first phase, the Construction Enterprise selection, the Customer Agent will announce the building
construction task as a business goal, with the customer list of requirements (e.g. Fig. 4.1). Three interested
construction enterprises were chosen: A1, A2, A3. During the second phase, the ABVE creation is initiated.
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Fig. 3.8: The ABVE-Construct creation (Contract Net Protocol and negotiation)

Fig. 3.9: The ABVE-Construct subtasks allocation - Partners selection via CNP and Negotiation

For the first sub-task, Building Designer Enterprise selection two interested enterprises were chosen: P1, P2.
The ABVE Coordinator list of preferences for partners selection includes the following criteria: partners

reputation, performance, advanced technology use, price, lead time, quality, delivery, service, other criteria (e.g.
environmental and energy issues). An example of the first announcement for the Building Designer Enterprise
selection is given as follows:

ABVE-Announcement
goal(BuildingConstruction, residential)

roles(BuildingDesigner, Skills)
(requirements requirementsList))

where

Skills: List of DesignerSkills(CAD, EcologicalDesign)
experience: >= 10 years
availability:

Start date: June 1, 2013
End date: July 31, 2013
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Fig. 3.10: The diagram of the ABVE-Construct functioning

cost per hour < 70
performance rating: [1, 10], >= 7
commitment: [1, 10], >= 7

The two interested partners send bids with values for the required attributes, as for example:

bid skill(P2 Designer,
role(BuildingDesigner)
attributes (skills ([CAD, EcologicalDesign])),
experience no years(15),
performance rating(8),
commitment(8)).

For our scenario, the ABVE-Construct system included the enterprises: A1 (Construction Coordinator
Enterprise), and P2 (Building Designer Enterprise). In a similar way, the other partners are selected by the
ABVE Coordinator.

In this case study, the VE Coordinator and partners selection mechanism followed the procedure described
in Figs. 3.8 and 3.9, i.e. a CNP for the selection of potential VE Coordinator / VE partner, and an integrative
negotiation for contract / sub-contract negotiation.

4.1. The ABVE-Construct Model Adaptation. The ABVE-Construct model can be adapted and
extended to be used in other domains of application. The main changes options that depend on the application
domain are: the extension of the roles diagram with the specific enterprises (main contractor / coordinator,
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Fig. 3.11: The interaction diagram for a scenario of the ABVE-Construct lifecycle

partners), the description of the agents and tasks (set according to the new roles diagram), the inclusion of the
domain specialized ontology, the inclusion of the specific ABVE functioning diagram, the adaptation of the two
algorithms (ABVE lifecycle, ABVE Creation) to the new domain. The generic architecture will include the new
enterprises while the organizational form could be kept or changed according to the new business domain. The
partners selection mechanism may need no changes, being domain independent.

5. Conclusion. We have presented a generic framework, VE-Frame, for virtual enterprises development,
and an agent-based virtual enterprise model, ABVE-Construct, for civil engineering, that was derived from VE-
Frame. The framework was generated by following the main phases of software development: analysis, design,
implementation and testing. VE-Frame is based on ontologies, a basic ontology for any VE, and specialized
ontologies with terms from the domains of building design, building construction execution, building installations
execution and domestic services connection. The ABVE-Construct model is defined by a generic architecture
with a sub-contracting organizational form, a set of diagrams (roles, ABVE functioning), a PAGE description of
the agents with their associated tasks, the algorithms for the ABVE lifecycle and ABVE Creation, the ABVE-
Construct ontology, a partners selection mechanism based on CNP and integrative negotiation. The model
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Fig. 3.12: The ABVE-Construct goal overview diagram (PDT)

Fig. 3.13: The ABVE-Construct system roles diagram (PDT)

can be adapted and extended to other application domains such as pharmaceutical industry, food industry,
agribusiness industry.
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[12] M. S. Fox, M. Bărbuceanu, and M. Gruninger, An organisation ontology for enterprise modelling: Preliminary concepts

for linking structure and behavious, in Computers and Industry, 29, 1996, pp. 123–134.
[13] F. -S. Hsieh and J. -B. Lin, Context-aware workflow management for virtual enterprises based on coordination of agents,

Journal of Intelligent Manufacturing, (2012), doi 10.1007/s10845-012-0688-8.
[14] B. Huang, C. Gao, and L. Chen, Partner selection in a virtual enterprise under uncertain information about candidates,

Expert Systems with Applications, 38 (2011), pp. 11305–11310.
[15] C. L. Hwang and K. Yoon, Multiple attribute decision making: methods and applications, Springer, 1981.
[16] J. Irizarry, E. P. Karan, and F. Jalaei, Integrating BIM and GIS to improve the visual monitoring of construction supply

chain management, Automation in Construction, 31 (2013), pp. 241–254.
[17] E. A. Kendall, M. T.Malkoun, and C. Jiang, A methodology for developing agent based systems for enterprise integration,

IFIP Working Conference of TC5 Special Interest Group on Architectures for Enterprise Integration, 1995.
[18] M. Matskin, O. J. Kikeluten, S. B. Krossnes, and O. Saele, Agora: An infrastructure for cooperative work support in

multi-agent systems, in T. Wagner, O. Rana (eds), Infrastructure for Agents, Multi-Agents, and Scalable Multi-Agent
Systems, Springer, LNCS 1887, (2001) pp. 28–42.

[19] A. Motro and Y. Guo, The SOAVE Platform: A service-oriented architecture for virtual enterprises, in L.M. Camarinha-
Matos, L. Xu, and H. Afsarmanesh (eds): PRO-VE 2012, IFIP AICT 380, 2012, pp. 216–224.

[20] A. Mohamed and T. Celik, An integrated knowledge-based system for alternative design and materials selection and cost
estimating, Expert Systems with Applications, 14, 1998, pp. 329–339.

[21] E. Oliveira, A. P. Rocha, Agents’ advances features for negotiation in electronic commerce and virtual organisation for-
mation process, in European Perspectives on Agent Mediated Electronic Commerce, Springer, 2000.

[22] M. Oprea, The development of an agent-based virtual enterprise for civil engineering - a preliminary report, in Proc. of the
17th Int. Conf. on System Theory, Control and Computing, WASA-4, 2013.

[23] M. Oprea, A case study of agent-based virtual enterprise modelling, in Proc. of CEEMAS 2005, LNAI 3690, 2005, pp.
632–635.

[24] M. Oprea, Applications of Multi-Agent Systems, in R. Reis (ed), Information Technology - Selected Tutorials, Kluwer
Academic Publishers, 2004, pp. 239–270.

[25] M. Oprea, Coordination in an agent-based virtual enterprise, Studies in Informatics and Control, 12, 2003, pp. 215–225.
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Abstract. The migration towards Cloud environments is still hindered by several barriers. One of them is the low portability of
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1. Introduction. Portability is know as being the ability to use software components on multiple hardware
or software environments. In particular, the portability in Cloud or portability between Clouds, or shortly Cloud
portability in this paper, is expected to ensure that an application, service or data works in the same manner
regardless of the consumed Cloud services and has a common method of interaction with these services.

The Cloud portability problem has been recognized already from the beginning of Cloud computing (e.g.
in [1]). More recently, the IDC report from 2012 [2] points that portability is one of the most important obstacle
hindering increasing Cloud adoption. However, the work on Cloud portability is gaining now momentum, as
demonstrated by recent standardization initiatives for Cloud portability (e.g. TOSCA [3]). Cloud providers
are nowadays also concerned about portability (e.g. IBM and HP are supporting to OpenStack initiative, while
Amazon and Microsoft are investing in virtual machine portability [4]).

Several research papers, proof-of-concept implementations, or commercial products, have dealt until recently
with the portability problem. However, Gonidis et al [5] observed that there is no extensive survey to describe in
detail the problem space of Cloud application portability and how current solutions are mapped to that space.
They underlined that such a study is essential in order to understand the root causes of the problem and the
desirable characteristics of solutions to this problem. A first step has been done by them in [5], and we intend
to continue in this paper their survey, as well as our earlier attempts in the same direction. More precisely,
Petcu et al [6] proposed also a classification of the portability levels, while earlier Petcu [7] has underline the
difference between interoperability and portability.

The novelty of this paper is two-fold. First, it gathers in one place the latest solutions. Second, it identifies
the missing pieces needed to solve the problem. Therefore, the paper results can be useful to researchers
in Cloud computing who need an identification of relevant studies, as well as to practitioners interested in
understanding the available methods, techniques and tools and their maturity level in supporting portability in
Cloud environments.

The structure of the paper is as follows. Section 2 is discussing the need for portability. Section 3 is defining
the problem and the requirements. Section 4 investigates the current solutions. Section 5 is identifying the
current barriers, challenges, open issues and the future solution path finding. Section 6 draw the conclusions.

2. The need for Cloud portability. Cloud computing is currently recognized as a computing model
based on ubiquitous network access to a shared and virtualized pool of computing capabilities (like processing,
network, storage, message queuing) that can be rapidly provisioned [8]. However this conceptual model is
implemented by a large number of service providers in very different ways. The current software stacks of Cloud
services are heterogeneous and the provided features that are often incompatible between different service
providers. This diversity is an obstacle with respect to demands such as promoting portability and preventing
vendor lock-in.
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The portability is requested by reasons varying from optimal selection regarding utilization, costs or profits,
to technology changes, as well as legal issues. We discuss them shortly in what follows.

2.1. Economical reasons. Cloud portability is needed from an economical point of view for at least two
reasons:

1. Customer: protection of the end user investments in developments;
2. Market: development of a Cloud eco-system and market.

Optimizing the operational cost is often the reason that is behind the interest of the Cloud service customer
in Cloud portability. Rewriting the services and applications is usually required to comply with the change of
the Cloud service. The porting process of customer application and data is also often triggered by changes of
the offers of the providers.

The Cloud service providers can be interested to enhance their own Cloud resource and service offers to be
more attractive in a highly dynamic market mainly by improving the quality of their resources and services.
However agreements with other providers are possible (or even overtakes) in the case they provide services with
particularities not provided elsewhere or complementary resources. The porting process of services is usually
triggered by the operational changes.

If the Cloud portability is ensured, third parties are able to be developed, acting as intermediaries between
multiple customer and multiple Cloud providers, enabling deployments according the customer requirements
to the appropriate Cloud and adaptation to the current status and consumption conditions of the multiple
Cloud services. The porting process of data, applications or services is usually triggered at customer request or
automated by the third party.

2.2. Technical reasons. Cloud portability is needed from a technical point of view for at least two reasons:

1. Concept: to exploit the advantage of elasticity and pay-as-you concept;
2. Continuity: to ensure continuity in application and service functionality.

The portability between Private and Public Clouds is essential in realizing the vision of the Hybrid Cloud
that handles the peaks in service and resource requests addressed to a Private Cloud using external resources
of a Public Cloud. The porting process is usually triggered on demand basis.

The Cloud service providers are interested to use other provider services to ensure backup-ups to deal with
disasters or scheduled inactivity. The porting process is usually triggered according to the providers agreements.

The replication of data and applications consuming services from different Clouds can be used to ensure
their high availability. The porting process is usually triggered at the design phase.

2.3. Legal reasons. Cloud portability is needed from a legal point of view for at least two reasons:

1. Constraints: data, application and service protections according to the locations or national laws;
2. Free will: avoid the dependence on only one external provider.

Changes in a country legislation or changes in the customer location can trigger the need to port the software
assets from a Cloud environment to another.

The Cloud non-portability of application, data, applications or services relaying upon a certain Cloud
provider faulty service can produce a cascade effect on the activities of its service dependent customers. In this
context the portability is necessary to reach a good recovery time objective.

Moreover, public institutions using auctions for acquiring services are reluctant to be engaged in contracts
which are not offering proper services or guarantees in case of incidents.

3. Problem definition. As stated earlier, portability is the ability to move software assets among different
runtime platforms without having to rewrite them partly or fully (enhancement of the definition given by
Lenhard and Wirtz [9]). If the Cloud portability is achieved, data, application or service components can be
moved and reused regardless of the operating system, storage or application programming interface (API).

In what follows we discuss some scenarios and attempts for classifications of various cases as well as the
basic terminology.

3.1. Portability scenarios. The real world scenarios are highlighting two main categories of portability
scenarios encountered in current Cloud service market (mentioned first by Ranabahu and Sheth [10]):
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Fig. 3.1: Cloud Portability Taxonomy

1. Porting legacy applications, data or services: the legacy software assets are currently requiring a sig-
nificant effort to be invested in porting them into in Cloud environment due to the dependence on
particular technologies and data organization, on both sides, the initial environment as well as the
Cloud environment.

2. Porting Cloud native applications, data or services: even when applications, data or services are written
from scratch in a Cloud environment, they are usually locked and targeted for a specific Cloud, and the
effort for porting in a different Cloud is usually a one time exercise.

Porting between Clouds of all or a part of existing services, applications or data is usually done one time.
However a third party running services on multiple Clouds and offering unique entry points to various service
customers is interested to ensure that the porting process is reversible, fast and semi-automated.

The most challenging scenario for portability is that in which the Cloud applications are distributed across
several administrative domains of different providers simultaneously, and, moreover, at least data (if not even
application and service components) are ported from one Cloud environment to another.

A less discussed scenario is the reverse portability from the Cloud environment towards the own premises
resources (even partially, lets say only the data part). This is critical when the service provider changes the
API or imposes API restrictions or depreciate a service, so that all depenedent services fall (domino effect).

3.2. Portability taxonomy. Figure 3.1 introduces a taxonomy of Cloud portability based on the studies
that are detailed bellow.

Kolb and Wirtz [11] categorized Cloud portability from three different perspectives: business, ecosystem
and implementation (while the study was done for platform-as-as-service level, it is generally valid also for the
other service delivery models):

1. Implementation perspective: is related to portability constraints that are implementation-specific re-
quirements or restrictions, e.g. deployment descriptors, restricted usage of runtime APIs or specific
management API calls.

2. Ecosystem perspective: describes concrete portability constraints including application specific depen-
dencies like runtimes and specific services.
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3. Business perspective: is the most abstract perspective and includes business relevant, non-functional
and abstract constraints on portability, like pricing, compliance or SLAs.

From the implementation perspective, depending on the software assets that are ported, the Cloud porta-
bility can be classified in three categories (first mentioned by Oberle and Fisher [12]):

1. Data portability: enables the re-use of data components between Clouds. It is based on import and
export functionality of Cloud data services for data structures.

2. Functional portability or application portability refers to the Cloud service agnostic definition of appli-
cation functionality.

3. Service portability or platform portability is the ability to add, reconfigure and remove Cloud resources
on the fly, independent on the Cloud provider.

Data portability is achieved when application data can be retrieved from one provider and imported into an
application hosted by another provider. To reach this type of portability, platform-independent data representa-
tion is needed to be done in a short-term, as well as specific target representations and code for the application’s
data access layer. On long term, data portability depends on standardization of import and export functionality
of data and its adoption by the providers that are the market key-players.

Functional or application portability requires the definition of the application’s functionality details in a
vendor-agnostic manner. A particular issue is the application portability between development and operational
environments. Cloud computing is bringing development and operations closer together, the two being inte-
grated as DevOps. This requires that the same environment is used for development and operation, and the
application is portable between development and operation environments. If different environments are used
the application portability can become an important issue.

Service or platform portability is based on Cloud-agnostic control APIs allowing Cloud resources to be
added, configured, or removed in real time by humans or programmatic, based on factors like current outages.
In the case of service or platform portability there are two scenarios:

1. Service component portability: service or platform components are ported between Clouds, without
involving the applications and data on top of them;

2. Machine image portability: bundles containing applications and data and their services or platforms
are ported between Clouds.

The portability expectations are different for each service delivery model:

IaaS: The main scenario is related to the migration of applications, data and services to a new IaaS environ-
ment.

PaaS: The aim is to minimize the amount of application rewriting while preserving or enhancing controls,
and a successful data migration.

SaaS: The main scenario supposes that the Cloud customer is substituting software applications with new
ones. The aim is to preserve or enhance the application functionality.

For example, in the case of PaaS, specific points of conflict emerging when attempting to deploy an application
to multiple platforms are the followings (according Gonidis et al [5]): programming languages and frameworks,
platform-specific services, data stores and platform specific configuration files.

The Cloud service eco-system and market has currently a high degree of heterogeneity. This heterogeneity
is classified by Ranabahu and Sheth [10] and as being vertical or horizontal. In the first case the heterogeneity
appears within the same delivery model. For example, in IaaS case, raw infrastructure resources are exposed
as services and various resources are exposed differently between IaaS providers. In the horizontal case, the
heterogeneity appear within different service delivery models. For example, a typical PaaS requires the use of
specialized libraries and run-times with limited functionalities. A IaaS native application assuming the control
over operating system requires extensive changes when moving into a PaaS environment. Note that the split
according vertical and horizontal views is not yet commonly accepted, as the same terms are reused in other
contexts in solving portability issues. In particular, Jonnalagedda et al [13] distinguish two major cases:

1. Vertical portability as the capability of an application intended for a Private Cloud to be portable to
a Public Cloud. The restriction is that the application runs on the same technology stack on both
platforms.

2. Horizontal portability as the ability to port an application from one technology stack to another, staying
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at the same level of abstraction but changing the technology provider.

3.3. Measuring the portability. The porting process is build from various tasks:

1. rewrite and recompile codes in case of the applications and services;
2. re-structure data and applications;
3. re-configure services;
4. transfer data, applications, services or machine images between Clouds.

If these tasks are straightforward or automated, the degree of portability is high. If these tasks are requiring
timely human effort, the degree of portability is low.

In particular, according to the service delivery model the portability is evaluated based on:

IaaS portability of the virtual machines (VMs) and of the configurations across different run-time environments.
PaaS openness degree of the source programming languages for application development, openness degree of

the data formats, coupling degree of the coupled services, platform-dependence degree of the abstraction
layers for messaging and queuing services.

SaaS openness of the source code, openness of standard data formats, integration technologies and application
server or operating system.

Lenhard and Wirtz [9] have define software quality metrics in order to quantify the degree of portability
of an executable service-oriented process. They have map existing metrics for program portability to service
and process-oriented programs and they have combined the metrics with empirical data on language support in
various runtimes. Only program elements that are supported by a majority, or all, runtimes are considered by
Lenhard and Wirtz to be portable. Note that their measure of the portability of executable process definitions
take only the runtimes for the analyzed process into account. If all runtimes available support all of the language
elements available in the same manner with respect to semantics, then any compilable application of service is
supposed be portable to any runtime. In such context, Lenhard and Wirtz stated that the first step towards
measuring the portability of a process is to calculate the degree of portability for each language element and its
configuration: this degree can be identified by the number of runtimes that support a language element. This
measurement procedure can be currently applied only partially to portability in PaaS and IaaS environments.

3.4. Cloud portability requirements. Figure 3.2 enumerates several requirements in order to ensure
the portability between Clouds. The technical requirements are split into three categories according the stage
of the application (functionality), data or service in their life-cycle.

3.5. Cloud portability relationship with Cloud interoperability. The interoperability and porta-
bility are often used in conjunction when Cloud adoption barriers are mentioned. They are often seen as one
and the same concept due to the fact that many of their technical solutions are the same. However the two
concepts are different.

Cloud interoperability is the ability of diverse Cloud services, data and applications to work together. It
is mainly a concern for Cloud service providers to ensure the proper functionality of their services with the
external world (even with services of other Cloud providers). Usually it assumes a previous knowledge or
agreement of the systems with which the current one will inter-operate. Therefore the issue appears mainly in
the case of Federations of Clouds, that are based on agreements between Cloud providers. The customer of the
Cloud service is usually not aware of the Cloud interoperability facilities of the Cloud provider which whom
is in agreement. Moreover, the interoperability degree between Clouds is usually measured at runtime. Data
synchronization is for example a concern that is encountered in Cloud interoperability and is not a concern for
Cloud portability. A recent comprehensive study on Cloud interoperability was provided by Toosi et al [14].

On opposite site, Cloud portability is a concern that appears mainly at design and deployment stages of
an application, data or service. The aim is to minimize the human efforts in re-design and re-deployment of
application, data and services when moving from one Cloud to another.

4. Current solutions for Cloud portability. Cloud portability is currently achieved through open
standards, protocols, widely used APIs or through abstraction layers which decouple application development
from specific target Clouds.
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Fig. 3.2: Portability Requirements

4.1. Types of solutions. Gonidis et al [5] and Silva et al [15] suggested that there are three types of
solutions for the Cloud portability problem:

1. adoption of existing or emerging standards and protocols (like TOSCA, CDMI, OCCI, OVF);
2. usage of intermediary layers (like jClouds or mOSAIC);
3. adoption of semantics and model-based solutions.

These solutions are complementary rather than contradictory. Moreover, regardless of the solution type, a com-
mon approach is creating an abstraction layer that seeks to hide the differences between various Cloud services.
The abstraction layer is agnostic to the Cloud services by hiding or wrapping the proprietary technologies of
particular Cloud providers. Moreover the abstraction layer prevents developers from being bound to specific
programming languages or data stores. Adapters are used to support the interaction between the abstraction
layer and the target service.

4.2. A time-line perspective. The technical solutions for the portability have evolve in time, and three
main stages are visible:

Stage 1: The virtual machine portability: the export and import of virtual machines, with the introduction of
Open Virtualization Format (OVF) standard.
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Stage 2: The networked virtual machine portability: virtual machines together with their network settings are
moved between Clouds.

Stage 3: The data, application, and services portability: the portability issues are focusing on the storage and
as well as APIs and grouping on-demand.

4.3. Open standards. The classical way to bust the portability is the adoption of standards and open
source. Surely they are important mostly for the Cloud providers and service developers, and not in a similar
degree, for the consumers.

Tables 4.1 and 4.2 are pointing towards the most important standards for Cloud portability, and, respec-
tively, Cloud standard initiatives. Loutas et al [16] have done a complex survey of the efforts by the industry,
standardization groups, and research community, at the level of 2011. More recently Lewis [17] provided a
non-exhaustive list of standards-related efforts for Cloud computing, discussing also the role of standards in
Cloud computing. He is also arguing that the standards do not make sense beyond IaaS, taking into account
the fact the service model often involves value-added features (taking the form of application software, in the
case of SaaS, or the form of platforms or libraries, in the case of PaaS).

The most prominent standard in Table 4.1, initially intended for IaaS layer, is Open Cloud Computing
Interface (OCCI). OCCI is a specification for remote management of Cloud service infrastructure. It allows
the development of tools for common tasks including deployment, monitoring, and autonomic scaling. Its API
supports three concepts: compute, network and storage. The current OCCI standard claims to be applicable
for all layers, but it is still missing a concrete proposal besides the IaaS management API (according Kolb and
Wirtz [11]).

Other open standards are OVF and CDMI. OVF describes virtual appliances to be deployed across various
virtualization platforms. CDMI specifies the functional manner on how applications operate with data residing
on Cloud environments.

The Topology and Orchestration Specification for Cloud Applications (TOSCA), the result of standardiza-
tion effort from OASIS, is the most recent entry in Table 4.1. Binz et al [3] presented how TOSCA enables the
portable and standardized management of Cloud services. The composite applications and their management
in a modular way is done based on service templates that contain service’s topology and its operational aspects.
TOSCA specifies the meta-model for types of services as well as the templates (more specific, the language for
defining them). TOSCA enables application developers to model re-occurring tasks explicitly into plans using a
workflow language supported by a management environment. The operations are described in WSDL, REST, or
scripts. The last ones are implementing particular management operations on a specific node. These operations
can be external services or their implementation can be included in the service template (as an implementation
artifact). The portability is dependent on the workflow language and engines that are used.

An on-going initiative is the Guide for Cloud Portability and Interoperability Profiles (CPIP): the IEEE
project P2301 (from Table 4.2), is developing a portability standard. It proposes to group different interfaces,
operation conventions or tile formats of the Cloud elements into logical profiles.

4.4. Open-source libraries and deployable services. The use of abstraction layers and adapters has
been widely adopted by libraries, tools and platforms aiming to enable Cloud portability. An abstraction layer
hides the differences between providers and exposes a uniform semantics and syntax.

According Hill and Humphrey [18], the APIs that are allowing Cloud portability are classified in three
categories:

1. multiple independent implementations, like Eucalyptus versus EC2, AppEngine versus AppScale;
2. runnable on multiple Clouds, but not through independent implementations, like the several implemen-

tations of MapReduce;
3. separators of the application into application-logic layer and Cloud layer (Table 4.3).

Representative for the first category, AppScale is an open source software system implementing a PaaS. It
is API-compatible with Google App Engine (GAE): it allows the execution of GAE applications on-premise or
over public Cloud infrastructures, without any code modification [19].

The latest category (and most general) requires a large time investment by a developer to create the layers,
and, later on, to maintain them as the APIs change. Several open APIs offer already a thin abstraction level
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Table 4.1: Standards, reference architectures, open group proposals

Type Acronym Link Usefulness for portability

Standard OCCI occi-wg.org It is designed to be a management API for IaaSs and includes
tools for deployment, monitoring and autonomic scaling.

OVF www.dmtf.org/

standards/ovf

Describes virtual appliances for the deployment across hetero-
geneous platforms, like the ones using different hypervisors,
allowing its users to deploy their virtual appliances in various
Clouds

CDMI cdmi.sniacloud.com/ Used for data management, it specifies how applications cre-
ate, retrieve, update, delete data in the Cloud

CIMI dmtf.org/sites/

default/files/

standards/documents/

DSP0263_1.0.1.pdf

It addresses the management of the lifecycle of infrastruc-
ture services. Basic resources of IaaS are modeled in order to
provide to the consumer a management access to an imple-
mentation of IaaS. It focus on the portability between Cloud
implementations that support the specification. A REST-
style protocol is used.

TOSCA http://docs.

oasis-open.org/

tosca/TOSCA/v1.0/os/

TOSCA-v1.0-os.html

Specification language to describe service components and
their relationships. Its service template uses a combination of
topology and orchestration and describes what is needed to
be preserved across deployments in various environments in
order to enable inter-operable deployment and management
of services when the applications are ported over alternative
Cloud environments.

Archi-
tecture

IETF tools.ietf.org/html/

draft-

khasnabish-cloud-

reference-framework

-01

Proposed a draft of Intra-Cloud and Inter-Cloud reference
framework, documenting basic functions or layers to sup-
port the general requirements of Cloud services. The frame-
work can be used to standardize the interfaces between the
functions/layers.

DMTF dmtf.org/sites/de

fault/files/stan

dards/documents/DSP
-IS0102_1.0.0.pdf

A reference architecture for Cloud services that describes key
components, such as actors, interfaces, data artifacts, profiles
and the interrelationships among these components.

Open
groups

The
Open
group

www.opengroup.org/

getinvolved/

workgroups/

cloudcomputing

The Cloud Work Group within Open group collaborate on
standard frameworks and models for eliminating vendor lock-
in.

CSCC www.cloud-council.

org

Has released a guide for SLAs that highlights the critical ele-
ments of a SLA for Cloud and provides guidance on what to
expect and what to be aware of when negotiating an SLA.

OCC opencloudconsortium.

org

Has develop benchmarks for Cloud computing. MalStone
Benchmark is targeting large data Clouds.

GICTF www.gictf.jp Promotes interfaces through which Cloud services are inter-
working with each other. It has published: an Intercloud
interface specification – the Cloud resource data model and
Intercloud protocol – as well as technical requirements for the
Intercloud networking, with specific use cases.
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Table 4.2: Standard initiatives

Organization Link Usefulness for portability

ETSI www.etsi.org/

technologies- clusters/

technologies/grid-

and-cloud-computing

The technical committee for Cloud is looking to interoperable solutions
involving IT and Telecom industries, with emphasis on IaaS. It focuses
on applications and services which are inter-operable due to the stan-
dards as well as on the validation tools that are support such standards.

IEEE standards.ieee.org/

develop/project/2301.

html

The IEEE group is working on standardizing Cloud management (in-
cluding portability), by using specific interfaces and file formats.

ITU-T www.itu.int/en/ITU-T/

focusgroups/cloud/

Pages/

A study group which works on standards for renewed networks in con-
junction with Clouds.

CSA cloudsecurityalliance.

org/wp-content/

uploads/2011/09/

Domain-6.docx

The working group ’Portability and Interoperability’ has elaborated a
study on the risks and benefits involved with Cloud portability

NIST www.nist.gov/itl/

cloud/

Program to develop a set of Cloud computing standards. NIST’ spe-
cial publications are referring to Cloud architectures, Cloud security,
Cloud deployment in the context of various strategies of USA federal
government

OASIS www.oasis-open.org/, Three important technical committees are activating: (1) SAF, refer-
ring to capacity, quality of service, and cost; (2) CAMP, Cloud ap-
plication management for platforms, defining interfaces for self-service
provisioning, monitoring, and control of Cloud platforms; (3) TOSCA

OW2 www.ow2.org/view/

Cloud/

Open Source Cloudware initiative (OSCi) intended to develop an OSCi
component set with state-of-the-art Cloud stacks or component set;
currently it supports CompatibleOne

SNIA www.snia.org/tech_

activities/work/twgs

Cloud Storage Technical Work Group developing an architecture related
to system implementations of Cloud storage technology.

TM
Forum

www.tmforum.org/

Digital Services/13907/

home.html

Cloud services initiative stimulating an open marketplace for Cloud ser-
vices by promoting to large eco-system of enterprise customers, Cloud
and technology providers the adoption of standards

for the unique representation of the resources (namely, they are wrappers solutions); for example, jclouds when
using Java, libcloud when using Python, SimpleCloud when using PHP, and δ-Cloud when using HTTP.

The jclouds introduces the following abstractions: description of node with metadata such as CPU, RAM,
security policy; an abstract representation of a node with parameters such as minCPU, OS type; group of nodes
to be managed together; set of command to be executed on nodes; information about the provider.

Most of the above enumerated libraries are language-dependent in their attempt to provide a common access
to multiple Clouds. Typically they provide provide a code-based model of the infrastructure and do not offer
any mechanism for automatic provisioning and deployment of applications on the Clouds.

Cloud resource management tools and services that are exposed in Table 4.4 are also using adaptors, but
they include deployment mechanisms.

Cloudify model for deploying applications includes: a recipe for information like required infrastructure
and how it should be used, the cluster of service instances that make up an application tier, the configuration
(including provisioning and scaling rules) of an application and the services it is made of, the set of services
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Table 4.3: Open-source libraries that support a certain degree of portability

Acronym Link Short description

δ-Cloud deltacloud.

apache.org

It is REST-based API written in Ruby necessary to connect to various
Cloud providers (Amazon EC2, Eucalytus, SmartCloud, GoGrid, OpenNeb-
ula, RackSpace, OpenStack and others)

Dasein
Cloud
API

dasein-cloud.

sourceforge.

net/

Java-based library for the access to compute services such as a virtual machine
support, volume support, and other features associated with cloud compute
as a service

fog fog.io Ruby-based library providing a high level interface to various Clouds ’collec-
tions’ (images, servers). ’Requests’ allow to dive in service particular features.
’Mocking’ allows simulations by an in-memory resource representation.

jclouds www.jclouds.org It is an open source Java library that introduces abstractions aiming the porta-
bility of applications. It support more than thirty Cloud providers and soft-
ware stacks including AWS, GoGrid, vCloud, OpenStack, Azure.

libcloud libcloud.

apache.org

Apache Libcloud is a standard Python library abstracting the differences be-
tween multiple Cloud provider APIs

Simple
Cloud

www.

simplecloud.org

It is a PHP library providing common interfaces for file and document storage
services, queue services and infrastructure services

working together, probes used to monitor the status of the system.

OpenNebula provides interfaces to interact with the physical and virtual resources. The interfaces are
allowing the use of OCCI, EC2 EBS and Query, a Sunstone GUI, and a particular portal. Low-level APIs are
available for Ruby, XML-RPC and Java. A catalog of virtual appliances ready to run in OpenNebula-based
environments is also available.

OpenStack offers services for compute, storage and networking. These services include identity, image
management, as well as a web interface, and integrate the OpenStack components with each other and with
external systems. Moreover, its DevStack enable the run of a OpenStack instance on a laptop or inside one
VM.

The mOSAIC open-source PaaS is offering two level of abstractions: from the Cloud provider technologies
as the above mentioned technologies, but as well as from the classical synchronous programming style. The
applications can follow an event-driven architecture [20]. Programming libraries are available for Java, Python
and Erlang. Opposite to OpenNebula web interface and OpenStack dashboard, its web interface focus on the
life-cycle of the application components, not on the management of Cloud resources. Adaptors are build for the
major Public and Private Cloud technologies. The Personal Testbed Cluster (PTC) allows the development of
the applications on a desktop and test on few virtual machines (as much as the desktop allows) and later on
the seamless transfer of the applications into Private or Public Clouds.

CompatibleOne is based on a platform and a model for the description, aggregation and integration of
distributed resources provisioned by heterogeneous Cloud service providers. Its platform uses the OCCI. Com-
patibleOne is taking part to OW2 Open Source Cloudware initiative (OSCi).

Commercial solutions like RightScale or Kaavo are able to deploy applications in various Clouds, but not
yet migrate the running ones.

In what concerns storage and data portability, three different approaches were proposed: common names-
pace, service registry and uniform APIs. The most significant initiatives are enumerated bellow in chronological
order.

CSAL, introduced by Hill and Humphrey [18], is a storage abstraction layer enabling applications to use
scalable storage services provided by Public Clouds and also to be portable across platforms. It provides



Portability in Clouds: Approaches and Research Opportunities 261

Table 4.4: Open-source tool or service that support a certain degree of portability

Acronym Link Short description

Aoleus www.aeolusproject.

org

Cloud management software sponsored written in Ruby, open source, and
provided by Red Hat. It allows users to select private, public or hybrid
Cloud services, using δ-Cloud library

Compa-
tibleOne

compatibleone.org Its is an open Cloud broker offering an interface allowing for the descrip-
tion in terms of resources of user needs, as well as the provisioning on the
most appropriate Cloud environment. It provides also a language for the
description and management of Cloud services.

Cloud
Foundry

cloudfoundry.org Open source PaaS on top of VMware-based IaaS.

Cloudify getcloudify.org It orchestrates the creation of the infrastructure services requested for
an application, from compute resources to networks and block storage
devices. It works with OpenStack, monitor the application progress and
scale the resources when needed.

ConPaaS contrail-project.

eu/conpaas

Provides a federation layer support for bringing Cloud providers together.
It allows Cloud bursting. The Contrail Virtual Execution Platform inter-
faces with the IaaS layer of Cloud providers and upgrades the supported
Cloud providers by adding SLAs features

Docker github.com/docker/

docker

Is an deployment engine relying on the Linux containerization sandboxing
method

mOSAIC
platform

bitbucket.org/

mosaic

An API and a deployable PaaS that allows deployment, configuration
management, and control of the life-cycle of applications or services con-
suming IaaS. Supports more than ten providers

Nimbus www.nimbusproject.

org

Introduces a virtual site layer for dynamically provisioning of distributed
resources lying on multiple data centers. It is based on a closed federation
model in which resources are shared based on cooperation agreements

Open-
Nebula

github.com/

OpenNebula/one

Open-source tool for data center virtualization. It offers a solution to
build and manage virtualized data centers.

Open-
Stack

www.openstack.org Is a open-source system to control compute, storage, and networking re-
sources of a data-center through a dashboard.

OPTIMIS www.

optimis-project

.eu/Toolkit_v2

Is a platform for Cloud service provisioning. It deals with the lifecycle of
the service. Moreover, it addresses the risk and trust management

abstractions for blobs, tables, and queues. A key differentiator for CSAL is that it provides a single namespace
for each storage type (by this is able to decouple the application code from explicitly making calls to specific
storage services).

Thabet and Boufaida [21] proposed an agent-based architecture to publish and describe the different data
services offered by providers. A service registry contains a description of services. An intermediate layer serves
to enhance and help manage service invocations. The agents allow searching, collecting and filtering data in
order to transfer appropriate and requested data. The adapter agents for converting exchanged data formats
from one environment to another.

Rafique et al [22] proposed an abstraction layer that provides a uniform API for three particular PaaS
services, including scalable data storage, blob storage, and asynchronous task execution.



262 D. Petcu and A. Vasilakos

Portability at PaaS layer has attract a lot of attention in the last time period. Some significant proposals
in chronological order are the followings.

Cuhna et al [23] proposed a definition of a architecture allowing developers to create and expose services
through a particular service delivery platform. It enables the portability of service between PaaS through a
common API.

Zeginis et al [24] implemented a tool in the frame of Cloud4SOA project that allows the portability of Java
applications between multiple PaaS.

Kolb and Wirtz [11] defined a model of current PaaS offerings and identify different portability perspectives.
Starting from the model, they derive a standardized profile with a common set of capabilities that can be found
among PaaS providers and matched with one another to check application portability based on ecosystem
capabilities (project homepage: https://github.com/stefan-kolb/paas-profiles).

4.5. Semantics. The semantics technologies are applied to the interface, data or component levels using
often a unified Cloud resource model. Moreover, the semantics are used to annotate applications and services
(more precisely, their properties), in order to deploy and execute them efficiently on the selected infrastructure.

Several theoretical studies have been issued expressing various aspects of using semantics for Cloud porta-
bility. We mention the most significant ones, in chronological order.

The first proposal for a Cloud ontology was given by Youseff et al [29]. It has prove the benefit of using an
ontology as an general method for the conceptual description of information implemented by Cloud resources.

Meximilien et al [30] envisaged a Cloud-agnostic broker for any Cloud client, to not being tied to any Cloud
provider. For this purpose a meta-model was created and claimed to be applicable to any Cloud platform. The
meta-model serves is an abstract representation of the APIs and Cloud functionalities.

Bernstein and Vij [31] proposed a mediation mechanism capturing the features of a Cloud provider in-
frastructure, and logically groups and exposes them as standardized units. The mediation mechanism uses a
resource catalog approach, based on an ontology of Cloud computing resources and defined using RDF. A ’root’
provider act as broker and host this resource catalog.

Ranahabu and Sheth [10] presented a semantics-centric programming paradigm for the development of
portable Cloud applications (named MobiCloud). The four types of semantics for a Cloud application are
inspired by the four types of semantics for a general service: logic/processes, data, system and non-functional
semantics. Annotations are linking different descriptors and models addressing various concerns. To port data,
a transformation is activated using the generic data format (this is a example of using the lifting lowering
mechanism: the data is first transformed to a common format, i.e. lifted, and then transformed back to the
target format, i.e. lowered).

Loutas et al [32] introduced a PaaS semantic interoperability framework that resolve semantic conflicts
raised during the migration or deployment of an application. It defines the following dimensions: types of
semantics, fundamental PaaS entities, and levels of semantic conflicts.

Cretella and Di Martino [33] proposed an approach to perform automatically the enrichment of API with
semantic content and the alignment of software. The approach aimed at analyzing the functionalities and
features offered by Cloud service provider, through an automatic analysis of their APIs, and building a semantic
representation that is linked to the application and functional domain to which the API refers.

Dukaric and Juric [34] proposed a unified taxonomy of Cloud frameworks. The taxonomy of IaaS consists
of several layers: resource abstraction, core service, support (communication layer between core service and
resource abstraction), security, management, control, and value-added services. Ten IaaS were mapped to the
proposed taxonomy and then compared using the taxonomy.

Di Martino [35] is underlining that metadata added to specific service APIs through annotations pointing
to generic operational models could enable the portability and interoperability among the heterogeneous Cloud
environments.

Another portability solution that is discussed in [35] is that of the Cloud patterns usage. The patterns
are describing common behaviour in Cloud environments and they support the idea of an application re-
design, reengineering or redeployment. Multiple pattern catalogs are currently available, like the ones from
cloudpatterns.org.

Table 4.5 enumerates several concept implementations.
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Table 4.5: Implementations of semantic concept for ensuring portability

Acronym Reference Short description

Cloud4SOA [25] Multi-cloud PaaS management that uses semantic-based adapters to bridge
multiple PaaS. It is based on an approach to semantically interconnect het-
erogeneous PaaS offerings of different Cloud providers sharing the same tech-
nology. Cloud4SOA solution comprises of a set of interlinked collaborating
software components and models to provide developers and platform providers
with a number of core capabilities: matchmaking, management, monitoring
and migration of applications.

CPIM [26] A Java library exposing a vendor independent API that provides an abstract
intermediation layer for the most important middleware services typically of-
fered by PaaS (e.g. NoSQL services, message queues and memcache). The
library supports the portability of applications across Java platforms for Ap-
pEngine and Azure, reconciles the difference in the semantics of the queue
services offered the two PaaS, and implements two different services called
task queue, adopting the AppEngine semantics and message queue adopting
the Azure semantics.

mOSAIC
ontology&
semantic
engine

[27]; [28] A Cloud ontology was developed in OWL. Its main part contains the definition
of general concepts as well as the relationships with the Cloud services (like
resource, VM). The APIs and Services sub-ontologies describe the model, the
profile and the grounding for the APIs and services. The Requirements sub-
ontology is modelling service level agreements. The Semantic Engine is used
for Cloud applications development: it offers a semantic discovery of API
components and functionalities, at the design time, as well as of resources, at
deployment time. It supports the user in selecting the list of needed resources
to be acquired from the Cloud providers.

UCI code.google.

com/p/

unifiedcloud/

Unified Cloud Interface is a programmatic point of contact referring to the in-
frastructure stack through a unified interface. It uses the resource description
framework (RDF) to describe a Cloud data model.

4.6. Model-driven engineering. Model driven engineering (MDE) is based on two core ideas [5]: ab-
straction and automation. Abstraction enables decoupling application development from targeting specific
platforms. Automation refers, among others, to the ability to change the level of abstraction automatically,
using model transformations (e.g. domain specific languages, shortly DSLs). The DSLs allows to the domain
experts to create programs having little knowledge in programming.

The model-driven approach, often summarized as model once, generate anywhere, is particularly relevant
when it comes to provisioning and deployment of applications and services across multiple Clouds, as well
as migrating the source code and data from one service provider to another. Through high level models and
automatic transformations, the application developers can focus to a conceptual and platform-independent level.

Unfortunately, there is no consensus about the set of languages, models, transformations or software pro-
cesses to be used for a successful development of Cloud applications using MDE (according Da Silva and
Lucredio [36]). Current efforts are focused mostly on the identification of abstractions allowing the specification
and creation of systems independently of the underlying platform (as reflected also in the previous section), and
the automatic code generation for specific Cloud services.

One main concern for Cloud portability is the variety of data representations in Clouds. MDE is trying
to respond to this challenges using abstract data models. Logical data models are presented for example by
Samba [37], while Shirazi et al [38] provided a solution through design patterns to enable the portability between
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graph databases and column family databases.

Di Martino et al [39] investigated a methodology to automatize the recognition of similar elements in Cloud
related design patterns, leading to an automatic mapping among representations of application that follow these
patterns.

Ranabahu et al [40] presented an abstraction-driven approach to address the application portability issues
and focus on the application development process. The approach is using a specification in form DSL script,
to generate platform specific but functionally equivalent executable applications. The approach is based on a
formal definition of a Cloud application, based on the assumptions that each semantic aspect can be expressed
using a DSL, and the abstract syntax model of each of these DSLs can be represented using a graph. The
transformation from the domain model to a Cloud-supported implementation model depends on the details of
the domain meta-model. Proof-of-concept tests were done with the MobiCloud platform proposed by the same
authors.

A proof-of-concept platform, named CodeCloud, introduced by Caballer et al [41], supports the execution
of scientific applications covering different programming models on Cloud infrastructures. The platform au-
tomatically deploy the applications on required virtual infrastructure and perform the execution of the jobs
according to the specified programming model.

Model-driven development combined with model-driven risk analysis for Cloud computing application cycle
is currently studied in MODAClouds project (overview papers: [42], [43] and [44]). Its aim is to enable application
developers to specify the models of Cloud services in which they are interested and to enrich these models with
quality parameters. Moreover, to close the current gap between the design and run-time stages of an application,
performing quality predictions, as well as run-time monitoring and optimizations, provide valuable information
to the design time environment.

Three levels of abstraction are considered by MODAClouds: CCIM, the Cloud enabled Computation In-
dependent Model to describe an application and its data; CPIM, the Cloud-Provider Independent Model to
describe Cloud concerns related to the application in a Cloud agnostic way; and CSPM, the Provider Specific
Model to describe the Cloud concerns needed to deploy and provision the application on a specific Cloud. CCIM
describes Cloud applications at the service level. Hence, for a given application it contains the description of
the services that compose it, the public interfaces of each service, the business processes that describe their
orchestration and the domain model of the data exchanged by them through their public interfaces. Modeling
concepts and technologies for the provisioning, deployment and adaptation of applications in various Clouds
(CPIM/CPSM) can be done using the uniform interfaces (mentioned in the previous section) provided by various
libraries for application development, deployment and control at run-time.

To illustrate the differences between the three abstraction layers, the data models are considered here.
The CCIM Data Model describes the main data structures associated to the software to be. It is expressed
in terms of a typical Entity Relationship diagram and enriched by a meta-model that specify functional and
non-functional data properties. The CPIM Data Model describes the data model in terms of models being
typically offered by Cloud providers, without referring to a particular one. Since the majority of available data
storage software provides services that include distributed file system, NoSQL solutions, and blobs, these three
models are considered at the CPIM level that are suitable to represent these different cases. The models are
conceived for graph data, hierarchical data and flat data. The CSPM Data Model describes data structures
implemented in the Cloud providers. The following families are considered: relational data, hierarchical data,
flat data, key-value data, column-based data.

The models@runtime paradigm proposes to leverage models during the execution of adaptive software
systems to monitor and control the way they adapt [45] . This approach enables the continuous evolution of the
system with no strict boundaries between design-time and runtime activities (supporting therefore the DevOps
concept). The approach is adopted for Clouds by CloudML, promoted by MODAClouds, ARTIST [46] and
PaaSage [47], a follow up of PIM4Cloud from REMICS [48]. CloudML is domain-specific modeling language
enhanced with a run-time environment. It facilitates the specification at design-time of provisioning, deployment,
and adaptation concerns, as well as their enactment at run-time [49].

5. Barriers, Challenges and Open Issues. Reflecting on the above described solutions, we can discover
several advantages on using one or another solution, as well as their limitations that are generating a need for
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Table 5.1: Advantages and limitations of various approaches for Cloud portability

Approach Advantages Limitations

Standard – Result of a collective agreement – Not widely adopted
– Extract the key actions and characteristics – From the provider point of view, hinders di-

versity
– Should be implementable – The number of emerging and overlapping

standard makes the problem to grow

Open library – Offers an abstraction layer that is simple to
use

– Usually refers to the common denominator
of the Cloud services

– Available for major languages – Language dependent
– Similarity with major Cloud provider APIs – Adaptors needs to be build for emerging new

services
– Decouple the application code from the un-
derlying Cloud service

– The connected service programming style
usually maintained

– Adaptors available for major Cloud services – Require Cloud computing knowledge as de-
ployment is usually not supported

– Introduces an overhead compared with the
direct connection to the Cloud service

Open service – Offer unique entry point for application de-
ployment and Cloud resource management

– The diversity of deployment services raise
also another dimension for the portability

– Application deployment can be done by non-
Cloud specialists

– Manual intervention at deployment phase is
usually still needed

– Part of them are offering also APIs for pro-
gramming applications

– Life migration is still not possible

– Usually it offers support for multiple pro-
gramming languages

– Re-deployments are not automated

– Monitoring tools are generate alarms needed
to trigger a re-deployment

– Rely upon adaptors that need to be build
for new services or updated when a service
version appears

Semantics – Offers an abstraction layer that can support
various customers

– Not widely adopted

– Offers viable mechanisms for common un-
derstanding of service terminology and ac-
tions

– The variety of taxonomies and ontologies
makes the portability problem to grow

– Allow the annotation of services with quality
marks by externals from the provider team

– The overhead of semantic processing is not
negligible

Model-driven – Enhance the abstraction layers with an au-
tomation process

– Available tools are not yet generating code
for various Clouds

– Allow a feedback from operational modules
to the design modules

– The models that are used potentially omit
special features of the services

improvements in the near future.

Table 5.1 is pointing therefore to some advantages and limitations of the main existing solutions for Cloud
portability that were presented in the previous section.

In what follows we discuss in more details what is missing and what is possible to be done in a near future
to achieve Cloud portability.
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5.1. Standards. Standardization is not an appealing solution for some Cloud service providers. The
providers are interested to differentiate themselves by unique offers.

OVF, OCCI and CDMI have partially failed to be adopted on large scale by the providers as are currently
implemented only in few Cloud management tools. Unless there is a well-accepted and widely used standard,
it is a questionable solution.

As the emerging standards are not widely adopted, a common understanding on a certain action or feature
of a Cloud service has not yet been reached. Consequently, the third party supporting for example an uniform
interface needs to understand each particular service interface in order to plug it in their service or software.
This fact is not compliant with the requirement of a seamless joining procedure for a new service. If the
conditions that the interface requires to comply with is constantly increasing market, the compliance with them
is considered a moving target, that is difficult to reach.

New standards are emerging nowadays, like TOSCA or CAMP, and several collaborative groups are work-
ing to elaborate other proposals. However there are several gaps in the collections of available standards,
like proposals for Cloud metrics and real-time monitoring, interfaces for security(-as-a-)services, accountability
associated with transparency and responsibility.

A unified policy of the contractual terms was not yet established at national or international levels, while
several proposals are on the way. One of the most disputed topic is the privacy and data protection compliance,
for which no general accepted proposal is currently available.

There is a clear need to define standardized, machine-readable and self-descriptive representations of the
basic characteristics of the resources (like API, size, or platform), the advanced characteristics of the resources
(like quality attribute values or pricing), the negotiation processes and protocols, as well as billing processes
and protocols [17].

System developers need to leverage standards to support the architecture of a system. However, such
standards should not drive such an architecture [17]. The software architecture for Cloud-based systems in
which standards-reliant components should be implemented as components that are separated from the rest of
the system (in order to minimize the impact on the evolution of the standards).

Moreover, the standardization should focus now on the basic use cases of user authentication and data
migration. Workload migration and workload management can be the subject of dynamic use cases in which
location, negotiation, and provisioning of Cloud resources occur at run-time.

Cloud service portability has not been examined until now with regard to management and operational
tasks. These tasks are an increasing and significant cost factor. Moreover, standard for defining composite
applications and their management are now emerging.

The review made by Jamshidi et al [50] identified the need for a standardized migration framework. The
lack of attention to crosscutting concerns and migration execution is also observed. The study also showed a
lack of tool support to automate and facilitate Cloud migration tasks.

5.2. Design. The diversity of the APIs is natural, as each providers intends to offer something new or
unique compared with other offers, in order to attract customers. The portability issue is therefore an issue for
the management and governance levels where automation should be achieved as much as possible.

Limitations of abstraction layers include maintenance in response to changes made by a Cloud provider,
and the limited coverage of provider functionalities.

The mix-in of services from different providers can be a strong argument in using an unique entry level
instead a direct connection to only one provider, despite the overhead that is associated with the new layer.
Therefore the management and service automation levels are the hot-spots of the development activities in the
last three years.

An experimented developer can see a lack of flexibility in using a uniform interface or a model driven
approach. The primary concern is the limitation of the abstractions to the set of smallest common subset of
features. Following such approaches, a fully portable application can only be made at the level of the least
capable service. This fact becomes a serious limitation when the applications need to be exploit the capabilities
of the targeted Cloud.

While several libraries offering are offering diverse uniform interfaces, there is no wide acceptance of one or
another proposal.
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All tools that are offering unique entry points do not come with a structured approach, and the provided
methods are at a technical level, thus, the application developer will typically be left hacking at code level rather
than engineering the application following a structured tool supported methodology.

Once the application is deployed and adapted to a certain Cloud, in order to move it in another Cloud, an
inspection of the source code is needed to identify the specific API calls or to build a model or representation
of the code. Tools that can do that are only in early stage of prototyping and not yet available for large scale
usage.

One strategy to avoid the limitation of a uniform interface with the smallest set it feature is to use a DSL to
generate the code, and then to customize the generated code [10]. The customization should be loosely attached
to the code to avoid overriding by subsequent updates.

Silva et al [4] made a comprehensive survey of Cloud lock-in solutions. They claim that there is no solution
dealing with the impact of changes in the business process due to the use of one specific product, or working
on issues related to the cross-organizational business in a portability scenario. Furthermore they claim that,
from a research point of view, a challenge is to conduct more rigorous studies (e.g. only part of the studies of
studies included a form of evaluation). Another challenge is increasing the use of empirical evidence to support
the studies.

A roadmap for the Cloud software engineering was proposed by Da Silva and Lucredio [36]. The key-points
of their roadmap are: solutions for avoidance of data lock-in; decision making about the migration towards the
Cloud; legacy software migration; a re-engineering process for the Cloud migration; mechanisms to facilitate the
hybrid Cloud; implementation of Modelling as a Service; Cloud service composition; case studies; open source
platforms.

5.3. Run-time. At the infrastructure level, several partial solutions exists to migrate virtual machines,
virtual storage or services. Despite the presence of standard OVF format, the virtual machines and their
associated data are not yet ready for real-time migration. For example, Amazon is one of the few Cloud
providers who are allowing to export virtual machines; however, their related resources (e.g. network, storage)
cannot be exported too. In general, virtual machine images cannot be transferred from one hypervisor to
another. The virtual machine images can be converted today with tools like qemu-image, but this requires to
stop the virtual machine and to apply the adaptation off-line.

Most IaaS Clouds expose limited capabilities to control how a service behaves at run-time, beyond basic
low-level scalability rules for VMs (once it has been deployed). Different Cloud services rely on specific rule
engines to help enforcing the rules governing the service during its whole life-cycle. This fact reduces the
portability chances of any given set of rules. The usage of a standard procedure for specifying the governance
rules is needed to ensure the rule portability. According Moran et al [51], the Rule Interchange Format (RIF)
is likely a candidate as specification language.

Portability degree needs to be detected by experiments. There are only few reports that are exposing
such experiments. For example, Gonidis et al [5]: reported the results of an experiment carried out on cross-
platform application development and deployment with four PaaS (OpenShift, App Engine, Heroku and Elastic
Beanstalk).

5.4. Research agenda for Cloud portability. Following the comments that were exposed in the pre-
vious section, Table 5.2 proposes a research agenda for Cloud portability, with topics split on short and long
term (next two years, respective a half decade).

6. Conclusions. In this paper, we conducted a survey on portability of the applications that are consuming
Cloud services. We provided a taxonomy of Cloud portability, the latest solutions, reviewed existing works and
identified the missing pieces needed to solve the problem. In the end, we also pointed out potentially future
research directions and useful design guidelines for Cloud portability.

The focus of the paper was on the methodological and technical tools supporting the portability. However
the porting a particular application requires also a decision methodology and an approach for the analysis of
the destination Cloud environment, that were not discussed in this paper.

We hope this work provides a well-established framework that helps researchers to find existing proposals
easily and to develop well founded future works.
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Table 5.2: Research agenda for achieving Cloud portability

Approach Short term Long term

Standards – Enhance the number of standard implementa-
tions

– Unified policy of the service level agreements

– Establish standards for metrics, monitoring,
accounting, security

– Establish standards for workload and data mi-
gration

– Establish standards for machine-readable rep-
resentations of services, quality, negotiations,
processes

– Reference architecture for basic components
of software consuming Cloud services

Design – Support for decision making for Cloud migra-
tion

– Define re-engineering process for Cloud

– Introduce Modelling-as-a-Service – Mechanisms for code inspections and rewrit-
ing

– Mechanism for service compositions – Follow a structural approach in the design of
the supporting tools

– Build use cases and benchmarks for Cloud
portability

– Ensure the portability of elasticity rule en-
gines

– Define the portability degree – Combine automation with customization

Run-time – Adopt open-source platforms – Mechanisms for real-time migration
– Increase the use of empirical evidence of
portability

– Tools for the full service cycle, including
Cloud governance

– Automate re-deployments – Open-source platforms ensuring automated
portability or encompassing various ap-
proaches

Acknowledgment. The work of the first author is supported partially by AMICAS –Romanian grant
PN-II-ID-PCE-2011-3-0260). The model-driven engineering part of the paper is a result of MODAClouds –
European Commission grant FP7-ICT-2011-8-318484.

REFERENCES

[1] R. Buyya, C. S. Yeo, S. Venugopal, J. Broberg, and I. Brandic, “Cloud computing and emerging it platforms: Vision, hype,
and reality for delivering computing as the 5th utility,” Future Generation Computer Systems, vol. 25, no. 6, pp. 599 –
616, 2009. [Online]. Available: http://dx.doi.org/10.1016/j.future.2008.12.001

[2] D. Bradshaw, G. Folco, G. Cattaneo, and M. Kolding, “Quantitative estimates of the demand for cloud computing in
Europe and the likely barriers to up-take,” EDC, Tech. Rep. SMART 2011/0045, February 2012. [Online]. Available:
http://cordis.europa.eu/fp7/ict/ssai/docs/study45-d2-interim-report.pdf

[3] T. Binz, G. Breiter, F. Leyman, and T. Spatzier, “Portable cloud services using TOSCA,” Internet Computing, IEEE,
vol. 16, no. 3, pp. 80–85, May 2012. [Online]. Available: http://dx.doi.org/10.1109/MIC.2012.43

[4] G. Silva, L. Rose, and R. Calinescu, “A systematic review of cloud lock-in solutions,” in 2013 IEEE 5th International
Conference on Cloud Computing Technology and Science (CloudCom), vol. 2, Dec 2013, pp. 363–368. [Online]. Available:
http://dx.doi.org/10.1109/CloudCom.2013.130

[5] F. Gonidis, A. J. H. Simons, I. Paraskakis, and D. Kourtesis, “Cloud application portability: An initial view,” in Proceedings
of the 6th Balkan Conference in Informatics, ser. BCI ’13. New York, NY, USA: ACM, 2013, pp. 275–282. [Online].
Available: http://doi.acm.org/10.1145/2490257.2490290
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FAIRNESS OF TASK SCHEDULING

IN HIGH PERFORMANCE COMPUTING ENVIRONMENTS

ART SEDIGHI†‡, YUEFAN DENG§, AND PENG ZHANG¶

Abstract. We claim that the current scheduling systems for high performance computing environments are unable to fairly
distribute resources among the users, and as such, are unable to maximize the overall user satisfaction. We demonstrate that a
user can game the system to cause a temporal starvation to the other users of the system, even though all users will eventually
finish their job in the shared-computing environment. Undesired and unfair delays in the current fair-shared schedulers impede
these schedulers from wide deployments to users with diverse usage profiles.
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1. Introduction. Shared-computing environments where more than one user requests access to the under-
ling system have to deal with many unknown aspects, such as how to deal with selfish behaviors of participants
in real-time, which may result in low utilization of resources. There has been research in this area as it pertains
to network routing [1], but very little has been done to consider selfish behavior in high performance computing
(HPC) environments. With network routing, selfish behavior is more likely to backfire as many congestion con-
trol mechanisms simply drop packets and cause the originator to retry [2]. In shared-computing environments
where task schedulers frequently use what is known as fair-share mechanisms [3] to schedule resources, users
could game the system to monopolize resources and essentially “win the game” as in Game Theory. As such,
game theory semantics describes our computing model nicely: users being the players of a game; strategies map
directly with how a given task is submitted for completion and is scheduled; scheduler being the game mediator;
and the amount of computing resources available to a user based on the current state of the infrastructure maps
to the utility perceived by that user. A win is to gain a larger share of available resources. All users finish their
jobs eventually, but the delays caused by competition are undesirable system events [4].

It is conceivable to treat a scheduler as the mediator to a zero-sum game. We assume the total number of
resources available to a scheduler and as well as the number of users to be constant. As such, the number of
resources that one user is assigned directly reduces the available resource pool for other users. Based on a user’s
task submission strategy, a user realizes a utility that is derived from the number of resources it is assigned
by the scheduler. To address this classic problem, we adopt the concept of Nash equilibrium in game theory.
Nash equilibrium represents the socially optimum solution, where no player is inclined to unilaterally change its
strategy and increase its utility [5]. Strong Nash equilibrium further states that no subsets of players have the
incentive either [6]. Based on this, if a user has the willingness to change his strategy and, as a result, change
his perceived utility, we can deduce that we are not at an equilibrium point. Finding the solution to Nash
equilibrium is not the goal of this paper but revealing the shortcomings of the fair share scheduler in shared
environment is. Finding the Nash equilibrium point or the strong equilibrium point has been shown to be at
least NP [7, 8, 9].

2. Background. HPC clusters are used for interactive workloads where immediate response for a workload
is desired, and such workloads are broken into smaller tasks to be executed in parallel. A task is the smallest
unit of instructions (atomic unit) that needs to be executed on a node. A job is an assembly of such tasks. A
job cannot be marked complete until all tasks are complete. This is different than job-based systems, where
a single job represents the entire workload and its completion means the completion of that workload. In a
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Fig. 2.1: The components of a shared-computing environment

task-based system, tasks are submitted over a period of time, and the method of submission has a significant
effect on the overall completion time.

Interactive users continue to be attached to cluster until all tasks have been completed. Interactive workloads
that run in the HPC environment are mostly single instruction multiple data (SIMD), where the same process
(instruction) is executed on multiple data sets simultaneously. Depending on the size of the data set, and other
factors [5], an imbalance could take place where not all the tasks complete at the same time. We will further
show that this imbalance is further exacerbated by the scheduling mechanism.

HPC clusters achieve their desired high performance through the use of an integrated hardware, software
and network [10, 11, 12, 13, 14]. A typical cluster contains 500 to 1000 physical nodes, but larger ones are
possible [15, 16, 17, 18]. Considering a system with three participants in the aforementioned HPC cluster
environment (Figure 2.1), we introduce the following terms:

1. Users: a client in need of computing resources such as a researcher in a biotech company, or a trader
for a financial firm. The user interfaces with the HPC environment through a set of API’s that facilitate
communications with the environment. A rational user desires to utilize as many resources as possible without
any regard to other users. Such greedy behavior may yield optimal solutions for one’s own tasks, however, as
many users share the same resource pool, creates temporary denial of access or starvation to other users.

2. Computing nodes (or resources): the servers that process the computing tasks. A node is the smallest
processing unit and can be assigned to a single user. In game theory terminology, the computing nodes are the
prize or outcome of the game. Each iteration of the game ends with the assignment of computing resources to
each player, and as such the perceived utility of that user. The larger the portion of assigned computing nodes
to a user, the higher the user’s perceived utility. Since there are many tasks, and each task is short in duration,
the utility of each user can change frequently during the game.

3. Scheduler (resource manager): the mediator that matches tasks with the available computing nodes
optimal utilization of the HPC clusters.

The cardinality of a deployed infrastructure is ad-hoc in that there may be one or many of each of these
components. HPC environments involve many users, most of whom are unaware of others’ presence. Their
decisions are based purely on selfish reasons. The goal of a given user is, and always should be, to game the
scheduler in order to receive maximum resources to complete its tasks the quickest.

Scheduling systems used in HPC environments are based on queuing methodology where incoming queues
are used to store tasks until they are scheduled for execution [19]. We are not introducing a new scheduling
algorithm, but rather focusing on the inherent problem that is common to the queuing-based scheduling systems
that use a fair share algorithm to distribute tasks.

Schedulers such as LSF [20], Sun Grid Engine (SGE) [21], PBS [22], Condor [23], Maui and Moab [24],
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GridWay [25], Unicore [26] and GRMS [27] represent the de facto standard solutions that implement a First
Come First Served (FCFS) policy for de-queuing tasks and scheduling for execution [19]. Even though the
aforementioned systems implement the basic FCFS algorithm, these offerings also have the capability to prior-
itize based on the task characteristics [28, 29] such as Largest Job First, Smallest Job First (SJF), or Earliest
Deadline First (EDF) [30], where a different priority is assigned to a given task according to the policy that the
algorithm aims to maximize.

Most schedulers use a variation of the fair share algorithm [3] as the means of matching resource supply
with user demand. For example, in a queuing system that uses the SJF policy, all the tasks of a given size (or
runtime) is picked from the queue, and a fair share algorithm is applied to distribute these tasks across the
available resources. In a queuing system that applies the basic FCFS queuing policy, the oldest tasks are taken
off the queue and scheduled using a fair share algorithm. Fair share does so by dividing the resources through
a ratio analysis of “the user who ‘deserves’ more, gets more”. The amount that one deserves for a given time
slot (rck(t)) depends on the total number of tasks (T ) pending to be completed.

rck(t) =
Tck∑n

i=0
Tci

∗R (c0 < ck < cn) (2.1)

Subject to:

R =
n∑

i=0

rci(t) (2.2)

To simplify the ratio calculations without major drawbacks, we assumed that all tasks require the same
computation, and all resources are homogeneous. Furthermore, we represent utilization in a binary format of
“assigned” vs. “not unassigned”. A given resource can go unassigned, i.e., idle, for a given scheduling cycle.

Let us consider the scheduler for two scheduling cycles (t1 and t2) where the scheduler takes a snapshot of
the number of tasks of a given user waiting in a queue for a resource to be completed. Note that the resulting
resource allocation depends only on the current state without knowledge of prior allocation. In order to drain
the queues faster, the larger queue is assigned a larger portion of the available resources as demonstrated in
Table 2.1. For example, for two users (c1 and c2) with c1 having a queue size of 10 and c2 a queue size of
90, user c1 is assigned 10% of the resources while c2 gets 90%. If R = 6, then we can demonstrate that c1 is
temporary starved.

Table 2.1: Fair-shared scheduling with temporal starvation of c1

t1 t2

c1 rc1 (t1) =
10
100

∗ 6 = 0.60 ∼ 0 rc1 (t2) =
10
95

∗ 6 = 0.63 ∼ 0

c2 rc2 (t1) =
90
100

∗ 6 = 5.40 ∼ 5 rc2 (t2) =
85
95

∗ 6 = 5.36 ∼ 5

As presented, the decision is not made based on any historical data. A snapshot of the current status is
used to decide the next steps with the following assumptions:

• Running queue of pending tasks is an undesirable system event;
• The heavy users get more resources as they desire more;
• Temporal scheduling decisions are a good indication of the overall optimization problem.

The assumptions help drain the queue as fast as possible and, to achieve this, the heavy user is given an
implicit higher priority. This static scheduling is considered fair-share in that each user will get its “fair share”
of the system resources based on demand. Some scheduling policies use a policy-based mechanism, and solve
the problem by introducing constraints in order to further aid the decision-making process.

We further assume:
1. There are many users, each with one or more jobs:

A typical environment has many users, each of which having its own collection of jobs that needs to be completed.
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2. Each job is composed of many tasks:
In order to take advantage of the parallelism offered by the infrastructure, tasks must run in parallel, and when
all tasks are completed, the overall job is completed. Essentially, tasks are atomic units to be scheduled by
the scheduler. The rate of incoming tasks (e.g., 4 incoming tasks/sec) directly affects the pending tasks in the
scheduling queue. A user has the ability to control the rate it submits tasks into the queue.

3. Users are unaware of others’ behavior and strategies:
Although the scheduler decision system is static and fair, users are unaware of other users’ behaviors. As such,
each user will strive to get the most of what is available, and will act rationally and thus selfishly. We will
further assume that tasks belonging to different jobs can compete with each other as well.

4. Limited resources where the total resources available is finite:
Usually, it takes much longer to acquire new hardware than the runtime of a given task. An argument is made
about the ability to “spin-up” virtual environment, but virtual environments are still bound by the underlying
constraints and availability of the hardware platform. Furthermore, the total number of resources is only a
fraction of the total tasks pending to be executed. In our case, we assume we only have 500 resources, i.e., up
to 500 tasks can run in parallel at any given time.

5. Selfishness and satisfaction:
Each user acts rationally in its desired completion of its job before others’. A user is acting rationally, if it is
acting selfishly.

3. Rationale. An HPC cluster acts as a repeated zero-sum game with multiple users. The strategy that
each user chooses in order to submit tasks directly affects the allocation of resources. In fair-share, the strategy
chosen can starve some users and reduce the overall quality of the scheduler. In this type of environment one
user’s change in strategy directly affects the outcome of resource assignment. We show that shared environments
with fair-shared scheduling algorithms never reach a Nash’s equilibrium point [31] and that while some users
are satisfied, maximum satisfaction is not perceived by all.

Our discussion revolves around a repeated game as with each new task, a new iteration of a game is played.
We consider one task Ti to be a single iteration of a game denoted by J . The total time for a job tJ is then the
total of the runtimes of all the tasks tTi

.

J = {T1, T2, T3, . . . , Tn} (3.1)

tJ =
n∑

i=0

tTi
(3.2)

More specifically:

Runtime for a single iteration (tTi
) ≪ Total runtime for the entire game (tJ) (3.3)

As the total number of resources does not change, one user’s submission strategy affects the number of
resources that it is assigned. This in turn will affect all the other users. Nash equilibrium has been proven to
be the social optimum point where no player can do better by unilaterally changing his strategy [5]; then if a
user can do better by changing the strategy it submits tasks to the scheduler, the scheduler does not schedule
in a fair manner. We will show that the scheduler can be gamed and “tricked” into starving a competing user,
and that it is unable to cope with rapid changes in the submission profile.

4. Previous Work. Fair share algorithm was introduced in [3] and it was originally designed to allocate
resources in time-sharing systems where the number of resources is limited and static. The research in this
area [4, 6, 32, 33, 34] has been focused around job scheduling as opposed to task scheduling which represent a
small part of an overall long-running job. Job fairness is measured based on actual start time as opposed to
“could have” start times [35].

Paper [36] gives a good overview of the HPC schedulers available, with the majority of the schedulers under
discussion being parallel task schedulers.

For the purposes of this research, we follow the scheduling taxonomy outlined in [37]. As such, we focused
on the dynamic scheduling methodology [38], where jobs can and do come online dynamically. In such a
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scenario, the goal of the scheduler then becomes maximizing resource utilization as opposed to lowering the
overall runtime of the job [39]. We will show that this results in temporarily starving certain users, and as
mentioned in the previous section, instills an imbalance.

Paper [40] argues that by increasing the number of resources in a given environment, the load imbalance
would be reduced. Paper [41] uses priorities to alter scheduling decisions to reduce imbalance in the environment.
We assume that all priorities are the same and do not change throughout the entire run.

Paper [4] considers restricted scheduling where a job must be assigned to a specific machine. We argue
that a scheduler is optimal if it minimizes the social function: max total load, job latency, and weighted sum
latency. In order to create a socially optimal solution, Nash equilibrium is considered as a basis of stability and
the optimal social function. Paper [33] focuses on scheduling of jobs on identical machines. It also uses Nash
equilibrium (NE) as the basis of fairness, but it assumes that jobs cannot be interlaced, whereas in our model,
a machine could be executing task from various users over the course of time.

Paper [35] compares the scheduling methodologies and fairness of a supercomputing cluster versus a unipro-
cessor system. Since jobs are not further decomposable and cannot be preempted the cluster’s fair-share al-
gorithm cannot be fair, and not necessarily “is not” fair. Paper [32], in addition to considering batch job
scheduling environment, uses the notion of social justice [42] as the measure of fairness. A schedule is fair in
such a scenario if no job is affected by a later-arriving job. No research has been done for the topic of fairness
as it pertains to task scheduling in shared environments with potentially conflicting interests.

Paper [25, 43] defines a congestion game to be a scenario where the payoff of a given player depends on
the resource it is assigned, and how busy that resource may be based on how many other players are also on
that resource. That paper, focusing on having identical machines and same-size jobs, argues that a scheduler
may schedule a number of tasks on a given machine, if the number of pending tasks is greater than the total
number of resources. As the number of tasks scheduled on a given machine increases – they are all competing
for the same resource – the utility perceived by a given user could change based on how congested a resource
becomes. This model does not work well with shared infrastructures and more specifically the model that each
job is composed of a number of tasks (assumption 2). There could be other processes running on that machine,
but the scheduler is strictly responsible for assigning one task to a resource.

In unrelated machines where the infrastructure is heterogeneous, [34] argues that congestion does not take
place since the load of a given task is different on different machines. This model does not work in a shared
infrastructure model as a job is completed if and only if all of its tasks have been completed. Based on this,
unrelated machines cannot be treated any different than related machines. A shared resource infrastructure
breaks down to its components of individual resources that need to work together to complete a set of tasks
for a user. In short, there is an intrinsic commonality between related and unrelated resources in a shared
environment. This commonality is the fact that each resource can contribute to the overall completion of a job.

There has also been research done around truthful algorithms as it pertains to scheduling tasks [44, 45]. In
shared environments where there is little monetary incentive to be truthful about requirements, these algorithms
do not work. In task-based systems, it is also very difficult to calculate the exact resource requirement as the
tasks are each short in duration.

5. Methods. We modeled eight different cases, with each case representing a typical scenario on a system
being managed by a fair-share scheduler. Each case compares two loads or submission strategies chosen by two
competing users. We consider the following submission strategies in this paper:

• S1: Normal-load submission strategy. This is the base load where all other strategies are compared against
each other. For this strategy we assume that the user is submitting tasks at a constant rate throughout the
simulation.

• S2: Low-load submission strategy. For this strategy we assume that the user is submitting tasks at a
constant rate but at some fraction of the normal strategy throughout the simulation.

• S3: Sine-load submission strategy. For this strategy we assume that the user is submitting tasks in a
start-stop fashion that resembles a sine wave

• S4: Cosine-load submission strategy. For this strategy we assume that the user is submitting tasks in a
start-stop fashion that resembles a cosine wave (time shifted sine wave)

• S5: Burst-load submission strategy. For this strategy we assume that the user is submitting all tasks in a
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very short amount of time and waits for results.
• S6: Exponential-load submission strategy. For this strategy we assume that the user is submitting tasks at

an increasing rate over time.
• S7: Early-riser-load submission strategy. For this strategy we assume that the user is submitting all tasks

in a very short amount of time before other users enter the system.
• S8: Delayed-load submission strategy. For this strategy we assume that the user starts submitting tasks

after all other users have entered the system.

The most basic load is denoted as the normal load submitted by c1 where 1000 tasks are submitted by
the user per time interval t, and that load does not change during simulation. Sine, cosine and step function
workloads are aimed at demonstrating a start-stop workload where the user submits a certain number of tasks;
waits and then submits another batch of tasks. Such loads are more indicative of real-world applications as a
user may need to access an external data source (like a database for example) to gather the task data to submit.
The exponential load will demonstrate the long-term effect of a shared infrastructure.

Case 1: Burst Workload where one user’s workload is steady and low, and the other user comes in bursts.
For purposes of keeping track, we have designated c1 and c5 to represent these two users.

Table 5.1: Task Submission Strategy for Test Case 1

Users Load Strategy Load in
tasks

time slice (t)

c1 S1 L1(x, t) = 1000 ∗ L0(x, t)

c5 S5

L5(x, t) = 10 ∗ L1(x, t) ∗ U(t− a+ b)

U(t− a+ b) =

{

1 a < t < b
0 otherwise

Where:

L0(x, t) = 1

Case 2: Complementary workload where the timing of two users’ workload complement each other. In
this scenario, one user is idle while the other user is submitting tasks. For purposes of keeping track, we have
designated c3 and c4 to represent these two users.

Table 5.2: Task Submission Strategy for Test Case 2

Users Load Strategy Load in
tasks

time slice (t)

c3 S3 L3(x, t) = max {L1(x, t) sin (πt/2), 0}

c4 S4 L4(x, t) = max {L1(x, t) cos (πt/2), 0}

This type of workload is best suited for a shared environment as one user’s busy period complements another
user’s idle time.

Case 2a: Complementary workloads with unbalanced profiles where the timing of two users’ workload
complement each other, but one user’s workload is higher than the other’s.

Case 3: Conflicting workloads where one user is steady but the second user is increasing its workload over
time.

This case could conceivably be applied to a HPC environment where with the passage of time, more users
join the environment with c3 representing a single user and c7 representing the load from the other users that
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Table 5.3: Task Submission Strategy for Test Case 2a

Users Load Strategy Load in
tasks

time slice (t)

c3 S3 L3(x, t) = max{L1(x, t) sin (πt/2), 0}

c4 S4 L4(x, t) = max {2 ∗ L1(x, t) cos (πt/2), 0}

Table 5.4: Task Submission Strategy for Test Case 3

Users Load Strategy Load in
tasks

time slice (t)

c2 S2 L2(x, t) =
L1(x,t)

10

c6 S6

L6(x, 0) = 1000 ∗ L0(x, t)

L6(x, t) = L6(x, t− 1)1.01 t ≥ 1

continually onboard the environment. The exponential load can be thought of as a way of demonstrating the
rest of the users yet to come.

Case 4: Steady workloads where the two users have a steady stream of workloads that enter the system.

Table 5.5: Task Submission Strategy for Test Case 4

Users Load Strategy Load in
tasks

time slice (t)

c1 S1 L1(x, t) = 1000

c2 S2 L2(x, t) =
L1(x,t)

10

Case 5: Early-riser workloads where one user enters the system early in order to claim resources.

Table 5.6: Task Submission Strategy for Test Case 5

Users Load Strategy Load in
tasks

time slice (t)

c7 S7

L7(x, t) = 10 ∗ L1(x, t) ∗ U(t− a)

U(t− a) =

{

0 a ≤ t
1 0 ≤ t ≤ a

c8 S8

L8(x, t) = L1(x, t) ∗ U(t− b)

U(t− b) =

{

1 b ≤ t, a ≤ b
0 otherwise

The total number of pending tasks waiting to be scheduled Qi(x, t) depends on the number of tasks that
were scheduled and completed in the previous time slot.

Qci(x, t) = Lci(x, t− 1) + Lci(x, t)− rci(t− 1) (5.1)

We further assume in our model that a given task Tk can be completed during the given time slot t, and
that all the tasks are completed successfully. Introducing failure in our model would simply increase Qi(x, t),
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and we are modeling that through known loads presented in this section.

6. Results. We will demonstrate the short-term effects of choosing a different submission strategy, followed
by the long term effects. We will further elaborate on the scenario with limited number of tasks versus infinite
tasks submitted by each user. Our simulations, unless otherwise expressed, ran under the following conditions:

Assume that J(ci) = {T1(ci), T2(ci), . . . , Tn(ci)} is a job set of user ci. Function Tj(ci) means a job of user
ci with execution time Tj . ∥J(ci)∥ is the number of elements in the set J , that is, the number of tasks of user
ci. Based on these, we can see:

• Maximum number of tasks for both users was the same and capped to Tmax = 100,000

∥J(ci)∥ ≤ Tmax ∀i

It means for any user ci, the number of tasks allowed to submit is no more than Tmax.
• All the tasks are the same length, and can be executed in a time slot

∀T tTi
= a

Tj(ci) ≡ TJ ≤ Ta ∀j

Tj(ci) is referred to as the execution time of job Tj of user ci and TJ is a constant, that is, the execution time
of each and every job in the set J(ci). Thus, it means all the jobs in set J(ci) have a constant execution time,
i.e., all the tasks in the set are of the same length. Ta is the length of a single time slot. Therefore, each and
every task can be executed within one time slot.

• Simulation runs for 100 time slots

t = {1 . . . 100}

Assume that Ta(n) means the n-th time slot and thus here n ∈ [1, 100].
• Scheduling takes place at the beginning of each time slot and its duration is negligible
• Total number of available nodes is constant throughout the simulation and is set to 500.

Case 1: For the first simulation, we modeled a scenario where one user is submitting tasks at a steady rate
and at a time later, a second user submits the same number of tasks but in a much shorter time frame. Figure 6.1
depicts the input task profile for the two users. As can be expected, all the available nodes are dedicated to
User 1 to start. As soon as User 5 starts submitting, the resources start shifting to User 5 (Figure 6.2), and it
stays that way until the pending task size of the two users start to match up (Figure 6.3).

Case 2: This simulation models the case where the two users have complementary workloads. c3 and c4 are
the two users tested, and one user’s task submission takes places after the other user has completed submitting
its tasks to be executed. The number of tasks submitted by the two users is exactly the same for each time slot
for the initial case (Figure 6.4), and it clearly demonstrates how the sharing of resources can take place with pure
complementary workloads. The resource distribution stays consistent throughout the simulation (Figure 6.5).

Case 2a: We extended this simulation with one of the users (c4) having 2× the tasks per time slot. At the
beginning of the simulation, as expected, the resource allocation was fairly dynamic in the way resources were
shifted from one user to the next. As time went on, and as the pending task queue trumpeted the incoming
task rate, the resource allocation became more static in that c4 became the more dominant (Figure 6.6) receiver
of resources.

Even with complementary task profiles, if rate of incoming task rate is not equal, the pending task queue
inequality will cause one user to dominate the resource pool.

Case 3: This case deals with an environment where one user’s workload is a very small fraction of the overall
workload submitted by other users, (Figure 6.7). This is true as more users are on-boarded to the environment.
Case 3 deals with this scenario, and demonstrates the resource allocation for c2 as the number of tasks increase
actually begins to decline (Figure 6.8).

Case 4 is a trivial case where the two users are sending tasks at a steady rate, but one user’s task submission
is lower consistently. The resource allocation does not change throughout as expected (Figure 6.9).

Case 5: this scenario represents a user entering the system earlier than the other user. Both users are
submitting the same number of tasks to the system, but c7 does so in a much shorter timeframe (1/10 of the
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Fig. 6.1: Input task profile for Case 1 (Load is the multiplier of L1)

Fig. 6.2: Resources shift to User 5 and starve User 1 (t = 1 . . . 20)

total submission time) (Figure 6.10). The resources are dedicated to c7 until c8 builds up a queue of equivalent
size (Figure 6.11).

7. Analysis. Fair share does well with like workloads. As such, it intrinsically normalizes the workloads
to make them alike. In doing so, the pending task queue of users with few pending tasks tend to suffer. This
situation creates a false-sense of fairness and allows power players to monopolize the system.

Case 1 showed a typical simulation where steady workload is derailed by a user capable of overloading the
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Fig. 6.3: Resource Allocation for Case 1

Fig. 6.4: Input task profile for Case 2 (Load is the multiplier of L1)

system. User c5 has the ability to burst tasks into the system in a short amount of time, and is thus capable
of gaming the scheduler to assign the majority of the resources to it until its queue is drained. Case 2 shows
complementary work profiles that qualify for a perfect sharing of resources. On the other hand, if the job profiles
are not exactly the same as in case 2a, the long-term effect will be one of the users being starved.
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Fig. 6.5: Resource Allocation for Case 2

Fig. 6.6: Resource Allocation for Case 2a

Case 3 could represent a new user entering an already resource-lacking system. When there are many users
waiting in the queue to be processed, a new user has a very tough time getting new resources. In heavily shared
environments, cases 2a and 3 could become devastating to a new incoming user. Case 4 is where a fair-share
scheduler is actually fair; steady workloads that span long periods of time.

Case 5 shows a late comer to a system that is already experiencing large queues. It shows that until the
queues are drained, a newcomer will not get adequate resources.
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Fig. 6.7: Workload Comparison for Case 3

Fair-share algorithms are used widely as the most efficient way of scheduling tasks in HPC environments.
We demonstrated in this paper that fair-share algorithms fail to do so in cases where the workloads vary in any
significant way.

8. Conclusions and Future work. We revealed the shortcomings of a typical fair-share scheduling
system for HPC environments. We demonstrated that fair-share schedulers normalize the queue depth first
before being fair to all users. A fair-share scheduler requires that all the workloads be the same, all have the
same start-time, all have the same end time, and all submit tasks to the system at the same rate. Any deviation
from this will result in the scheduler having to compensate for the inequality by assigning more resources to the
user[s] in a manner to create normalized workload across all users. This approach works for steady workloads
where the request profile does not change. In such a scenario, fair-share schedulers show fair resource division
across the users. For a complementary workload with conflicting profiles, fair-share schedulers give a false-
promise of sharing, but are unable to deal with varying workload in the long run. In scenarios where workloads
are simply different, the scheduler assigns resources to the user capable of loading the system at a higher rate
relative to other users. This causes temporary starvation of users as shown in cases 1, 3 and 5.

Identifying such problems is the key contribution of the current work while solving them is our future
research.
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